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Executive Summary

The following is a summary of the major project activities that have taken place over the completed quarter.  For more details, see the individual reports in the last section of this report.

Thrust 1:  Energy Recovery and Conversion

Sulfur Recovery from Gas Stream using Flameless and Flame Combustion Reactor


A.K. Gupta, M. Sassi, A. Al Shoaibi

· Continued to investigate mixing characteristics of the reactants in Claus process, including flow pattern and mixing length.

· Continued validation efforts of the reduced mechanism to enhance its credibility.

· Performed experimental runs; results are presented in the report.

Solid Oxide Fuel Cells for CO2 Capture and Enhanced Oil Recovery


G. Jackson, B. Eichhorn, A. Almansoori, K. Nandakumar, V. Eveloy

· Tested UMD experimental rig for long-term durability studies.

· Began long-term durability testing of co-fired membrane electrode assemblies.

· Upgraded MED models for improved speed and robustness.

· Established discussions about training PI students to perform system-level analysis of an integrated SOFC/off-gas processing plant.

Separate Sensible and Latent Cooling with Solar Energy


R. Radermacher, Y. Hwang, I. Kubo

· Finalized solar sub-system.

· Finalized cooling sub-system based on Abu Dhabi design conditions.

· Completed model of the solar cooling system in TRNSYS.

· Performed parametric study of the solar cooling system in TRNSYS.

Waste Heat Utilization in the Petroleum Industry


R. Radermacher, Y. Hwang, S. Al Hashimi, P. Rodgers

· Modeled the following in ASPEN:

· GE MS 9001 gas turbine

· Integration of gas turbines that drive an APCI LNG plant

· Different waste heat utilization strategies using absorption chillers in gas turbine-driven APCI LNG plant

· Further enhancements on the absorption chiller models:

· Seawater heat exchangers for cooling the absorption chillers

· Introducing pressure drop on the heat exchangers

Thrust 2:  Energy-Efficient Transport Process Projects

Multidisciplinary Design and Characterization of Polymer Composite Seawater Heat Exchanger Module


P. Rodgers, A. Bar-Cohen, S.K. Gupta, D. Bigio

· Identified current models for prediction of fiber orientation in molded composites.

· Utilized fiber orientation predictions to predict thermal conductivity of a finned geometry. 

· Investigated the effects of utilizing anisotropic thermal conductivity values in the heat transfer rate through a fin.

· Developed first-order metamodels for mold-filling predictions using 1-gate and 2-gate injection molding simulations.

· Integrated the metamodel in the design process of a modular heat exchanger.

· Investigated the mechanical and surface effects of immersing polymer composites in fresh and salt water.

· Patrick Luckow successfully defended his MS thesis, “Minimum Energy Design of Seawater Heat Exchangers.”

Study on Microchannel-Based Absorber/Stripper and Electrostatic Precipitators for CO2 Separation from Flue Gas


S. Dessiatoun, A. Shooshtari, M. Ohadi, A. Goharzadeh

· Continued to improve efficiency of the EHD separator for fine liquid and solid particles.

· Performed visualization study of liquid and solid particle migration in the electrical field.

Microreactors for Oil and Gas Processes Using Microchannel Technologies


S. Dessiatoun, A. Shooshtari, M. Ohadi, A. Goharzadeh, E. Al-Hairi

· Performed literature survey.

Thrust 3:  Energy System Management

Integration of Engineering and Business Decisions for Robust Optimization of Petrochemical Systems


S. Azarm, P.K. Kannan, A. Almansoori, S. Al Hashimi

· Conducted a preliminary investigation on combining business and engineering decisions based on a simple refinery case study model.

· Incorporated the previously developed reactor-distillation model into the business integration framework.
· Applied an efficient Multi-Objective Robust Optimization (MORO) technique to solve the reactor-distillation optimization problem in the engineering model. 
· Defined and investigated a stochastic supply chain management problem for a refinery system using an agent-based simulation software NetlogoTM. 
· Selected and implemented an initial set of key performance indicator candidates in the model. 
· Proposed the Multi-objective Collaborative Robust Optimization (McRO) technique as an optimization solver for integrating business and engineering decisions.
· Prepared four papers based on the collaboration, which will appear in publication outlets or are working papers.
Dynamics and Control of Drill Strings


B. Balachandran, H. Karki, Y. Abdelmagid

· Constructed a new reduced-order model formulation, referred to as the Hamiltonian formulation, and obtained preliminary results.

· Initiated horizontal drilling efforts.

Studies on Mobile Sensor Platforms


B. Balachandran, N. Chopra, H. Karki

· Collected data on oil tanks and other appropriate information from the industries working with PI.

Development of a Probabilistic Model for Degradation Effects of Corrosion-Fatigue Cracking in Oil and Gas Pipelines


M. Modarres, M. Chookah, A. Seibi

· Received and installed the Cortest corrosion-fatigue testing equipment.

· Estimated chloride concentration in seawater.

· Estimated corrosion current of X70 carbon steel in seawater and a solution of seawater plus 500ppm H2S concentration, and compared the results with tap water plus 250 ppm H2S in a cyclic votammetry experiment.

· Continued corrosion fatigue test of an X70 specimen. 

· Performed corrosion experiments to estimate the distribution of pit depth and pit spatial density for different chloride and H2S concentrations. 

· Repeating the pitting corrosion test with more specimens and additional varieties of chemical densities (Task 2.1).

· Developed a preliminary list of physics of failure for pitting corrosion, stress-cracking corrosion (SCC), and creep-fatigue. 
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Introduction

This is the first quarterly report of the Phase II Energy Education and Research Collaboration (EERC) between the Petroleum Institute (PI) of Abu Dhabi, UAE, and the University of Maryland (UMD) Clark School of Engineering.   

The Phase I collaboration between PI and UMD focused on identifying near-term and long-term goals and on deploying and implementing best practices in both research and education. These activities have measurably impacted both education and research at both institutions and have provided the foundation for cultures of excellence in both areas. 

The research activities in Phase I focused on the three areas of Energy Recovery and Conversion, Enery-Efficient Transport Processes, and Energy System Management. UMD and PI faculty and researchers successfully achieved the objectives set at the beginning of the two-year Phase I period and jointly reported on their progress in seven quarterly reports and one final report circulated internally at PI and UMD and in more than 60 publications in archival journals and international conferences and proceedings. 

Knowledge transfer has been at the heart of the educational arm of the EERC. The knowledge transfer between the two institutions is manifested by the continued assignment of Dr. Michael Ohadi as the Provost and Acting President at PI, the continued direct support of Provost Ohadi by Provost Farvardin and Dr. Bar-Cohen in administrative affairs, the sabbatical assignment of UMD professors at PI, the internship of PI and UMD students at the counterpart institutions, the delivery of several courses to PI and ADNOC managers, and other partnerships and activities. 

This collaboration has also brought international visibility to the PI. UMD President Dr. C.D. Mote was the commencement speaker at PI’s graduation ceremony, and several UMD faculty members attended two PI commencements in 2007 and 2008. Provost Nariman Farvardin serves on the PI’s Institutional Advisory Board.  UMD & PI have jointly organized two International Energy 2030 Conferences, international forums dedicated to addressing energy resources and technologies in 2030, held in November 2006 and 2008, respectively.  

Phase I achievements were evaluated by the Advising Committee at PI, consisting of Dr. Karl Bertussen, Acting Director of Research; Dr. K Nandakumar, GASCO Professor of Chemical Engineering; and Dr. Saleh H. Al Hashimi, Assistant Professor of Chemical Engineering. The collaboration was found to be a very successful endeavor by this committee and was recommended for approval based on the Phase II proposal, which was the result of several months of communication between PI and UMD. As a result, H. E. Yousef Omair bin Yousef, PI Chairman of the Governing Board, approved a three-year Phase II collaboration in March 2009.  

Phase II of the EERC aims to capitalize on the success of Phase I and expand the collaboration with the PI in both research and education, involving more faculty and students from both sides to provide greater impact. It is our goal to facilitate the development of new research facilities and infrastructure at PI that will allow PI’s students and faculty to pursue cutting-edge research in energy recovery and conversion, efficient transport processes, decision support tools, functional optimization, reliability, health prognostics, safety, and environmental aspects of energy management systems. 

The research remains focused, as in Phase I, on the three areas of energy recovery, transport, and system management. The ten approved research tasks for Phase II are continuations of the Phase I tasks, except “Studies on Mobile Sensor Platforms,” which is a new task in the Energy System Maangement thrust area. In formulating these tasks, the UMD and PI faculty have actively solicited the advice, suggestions, and needs of the petroleum industry, and the findings of many of the tasks will be of great benefit to the sponsors of PI and the petroleum industry at large. Specific yearly goals and deliverables have been established for each of the tasks for the three-year period of Phase II. 

We look forward to this new phase of the collaboration between the two institutions and expect it to be as fruitful and rewarding as the first.  
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Sulfur Recovery from Gas Stream using Flameless and Flame Combustion Reactor

UMD Investigators: Ashwani K. Gupta

GRAs: Hatem Selim

PI Investigators: Mohamed Sassi, Ahmed Al Shoaibi

Student: Nahla Al-Amoodi
Start Date: October 2006

1.
Objectives/Abstract

The main objective is to obtain fundamental information on the thermal process of sulfur recovery from sour gas by conventional flame combustion as well as flameless combustion, using numerical and experimental studies. Our ultimate goal is to determine optimal operating conditions for enhanced sulfur conversion. Therefore, an experimental study of the flameless combustion processes of the Claus furnace is proposed, and the results are compared with the normal flame process in order to determine the improved performance. In this study we will explore different operating conditions and perform exhaust gas analyses of both flame and flameless modes of reactor operation in order to attain enhanced sulfur recovery.

Specific objectives are to provide: 

· A comprehensive literature review of the existing flame combustion process for sulfur removal with special reference to sulfur chemistry  

· Near isothermal reactor conditions and how such conditions assist in the enhanced sulfur recovery process  

· CFD simulation of the flame and flameless combustion in the furnace. 

· Determination of the chemical kinetics and the major reaction pathways that result in high performance

· Design of a flameless combustion furnace for experimental verification of the numerical results  

· Measurements and characterization of the flameless combustion furnace using high-temperature air combustion principles, including the conditions of flameless combustion 

· Experiments with different sulfur content gas streams using the flame and flameless combustion furnace modes of operation 

· Installation of the appropriate diagnostics for quantification of stable and intermediate sulfur compounds in the process

· Flow and thermal field characteristics in the reactor

· Product gas stream characteristics and evaluation of sulfur recovery and performance in the process

2.
Deliverables

· A pressure regulator has been added to the facility to measure the pressure of the facility to ensure that all the test runs occur at the same pressure. Pressure of the reactants (H2S, O2, and CH4) is also measured before introducing them into the reactor/combustion zone. Moreover, gas chromatography has been incorporated in order to analyze the exhaust gases concentration of non-sulfur and sulfur bearing compounds.
· Temperature distribution in the reactor has been conducted at selected radial directions at different axial positions in the facility for the experimental conditions given in our last quarterly report. Different flow rates and runs have also been used to determine the temperature standard deviation. This has allowed us to quantify the temperature deviation from the average temperature in the facility. 
· A further detailed examination of the reduced mechanism evolution with the reaction progress along a plug flow reactor has been carried out to determine the behavior of the chosen elementary reactions. It shows good agreement with the global behavior as well as some insightful interpretation of the reactions under the main Claus reaction conditions.
3.
Executive Summary

During the reported quarter, progress continued in investigation of mixing characteristics of the reactants in Claus process under non-reactive conditions, and the further validation of the reduced mechanism presented in the quarterly report of December 2008. Preliminary experimental results are presented in this report. The reactants mixing under the Claus process are examined under non-reactive conditions in cross-flow geometry. The different cases examined had a constant momentum flux ratio between the non-reactive and reactive cases. The flow pattern as well as the mixing length has been investigated for the various configurations examined here. At high main-stream velocity the momentum flux ratio has a significant impact on the subsequent flow pattern distribution. However, at the same momentum flux ratio, the flow patterns obtained were almost similar at different main-stream velocities. The mixing length showed a more complex behavior with the change of momentum flux ratio. In addition, the reduced mechanism presented in the quarterly report of December 2008 has been validated under different conditions and with different reduced mechanisms in order to emphasize its credibility. In this report the reduced mechanism is compared with the Leeds mechanism1 in an adiabatic reactor where the temperature is not constant. The ignition delay obtained from the reduced mechanism is compared with the ignition delay obtained by different reduced mechanisms. Finally, preliminary experimental runs were performed, and the results are presented here.     

4.
Progress

4.1 Mixing of Claus Reactants under Non-reactive conditions

In order to achieve such high conversion efficiencies, the Claus reactions must take place under defined and uniform temperature conditions. Furthermore, the reactants must be uniformly mixed. Our experimental facility is designed such that it can achieve uniform temperature in the reactor where the pertinent Claus reactions occur. In this report the flow patterns and mixing characteristics of different injection geometries are investigated. We started by examining the cross-flow injection scheme and different flow conditions. One case has been arbitrarily chosen to study the geometry effect: a comparison between a circular injector, square injector, and recessed circular injector. 

The primary focus of this study was on the non-reactive case, since this directly impacts mixing, which subsequently impacts the sulfur conversion efficiency. The focus here is on quantifying the mass fraction of hydrogen sulfide in the main stream. Environmental regulations prohibit emission of unburned H2S to the environment. Therefore, the simulations were carried out first to examine mixing between gases that behave similar to the H2S in the mixing experiments for simulating mixing during the non-reactive conditions while avoiding the complexity associated with the reactive cases. The main stream was simulated with nitrogen and hydrogen sulfide with oxygen. The momentum flux ratio was kept constant between the reactive cases and the corresponding non-reactive case. Five different non-reactive cases, each of which corresponds to a specific reactive case, were simulated here, each having a different heat load and different secondary reactor temperature. The secondary reactor was simulated wherein the input flow to this reactor was at the same exit conditions from the primary reactor. Fluent 6.2 software was used for the numerical simulations. The turbulence model used was the standard K-ε viscous model with buoyancy effects. The simulated geometry was identical to the actual geometry used in the experimental facility (see figure 1). The reactor diameter is 14.22 mm. The injection inlets are 3.175 mm inner-diameter and 6.35 mm outer-diameter. Injection tubes are flush-mounted to the side faces of the left and right legs of the cross-connection. Due to the symmetrical geometry of the reactor, only one quarter geometry was simulated in this study. The mesh grid independence was checked in order to ensure that the results obtained were independent of the grid mesh. The grid mesh used consists of 1,800,000 cells for quarter the geometry.

Table 1 show the test matrix used in the present study with each non-reactive case representing the corresponding reactive case. The heat load was calculated based on the higher heating value of the methane fuel. The corresponding temperature is the average temperature in the secondary reactor with a maximum standard deviation of 15 K. The test matrix given below consists of four runs (1-4) with each run consisting of five cases (a-e). Each run corresponds to a specific main stream velocity of nitrogen. For each run, five momentum flux ratios were examined. For a given nitrogen velocity and momentum flux, the corresponding injected oxygen stream velocity has been determined for all cases. 
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Table 1. Test Matrix

	Run #
	Case 
	a
	b
	c
	d
	e

	
	Heat Load (KW)
	1.88
	2.38
	2.93
	3.48
	4.21

	
	Temperature (K)
	886
	1034
	1249
	1403
	1565

	
	Momentum Flux Ratio
	1.52
	2.78
	5.05
	7.93
	12.84

	
	Nitrogen Velocity (m/s)
	Oxygen velocity (m/s)

	1
	0.5
	0.38
	0.28
	0.2
	0.17
	0.13

	2
	1
	0.76
	0.56
	0.42
	0.33
	0.26

	3
	1.5
	1.14
	0.84
	0.62
	0.5
	0.39

	4
	2
	1.52
	1.12
	0.83
	0.66
	0.52


We first provide experimental validation of the simulations by first making a direct comparison between the numerical data and the corresponding experimental data. The results obtained on the flow pattern for all cases will be presented and compared qualitatively in order to demonstrate the effect of changing the injection velocity on a fixed main-stream velocity. In addition, the effect of changing the main-stream velocity on the mixing length for a given momentum flux ratio will be presented for each case. The mixing length is defined here as the axial distance from the center line of the injection tube to the point at which an asymptotic uniform oxygen mass fraction is obtained. 

The experimental facility was used to provide experimental validation of the numerical calculations. A probe was extended along centerline of the secondary reactor in order to sample the mixture at different elevations. The sample was obtained using a gas-sampling pump and was introduced into the gas chromatograph to obtain details on the gas composition. Cases 1a and 2a were arbitrarily chosen to validate the numerical code. Figure 2 shows a comparison between numerical and experimental results. Qualitatively, the experimental and numerical results show good agreement. However, some discrepancies can be observed which are attributed to uncertainties in the experimental data. For instance, the sampled flow is a mixture of the flow aimed at the sampling point as well as the entrained flow that prevails in the immediate vicinity of this location. Slight imperfections in the sampling probe orientation and slight error in orientation of the oxygen injector relative the reactor will cause some error. These errors subsequently cause discrepancy between numerical and experimental data. 

Main-stream velocity VN2 = 0.5 m/s  

Figure 3 shows the effect of change in injection-stream velocity on the oxygen mass fraction while maintaining the main-stream velocity constant. A reduction in injection velocity hinders the ability of oxygen to penetrate the main flow stream. In case (a) the injected flow penetrates the main flow and a nitrogen core is formed at the centerline. Afterwards, the asymptotic oxygen mass fraction is reached around the centerline where the injected flow takes longer time to reach the asymptotic mass fraction near the walls. For case (b) the mixing length around the walls shortens, and the nitrogen core widens, which reveals that the main flow stream is more dominant. At lower injection velocities, oxygen cannot penetrate the main flow up to the centerline. However, it stays with the boundary layer until complete mixing occurs. For the last case (e) much of the flow hovers around the injected flow cross-section as a ring-like structure so that this flow lacks penetration into the main flow.  

[image: image6.emf][image: image7.emf]
Figure 2. Experimental validation of the numerical code for case1a (left), and case 2b (right).

Main-stream velocity VN2 = 1 m/s  

Figure 4 shows the effect of change in the injection-stream velocity on the oxygen mass fraction with main-stream velocity held constant at 1 m/s. The trend observed in the first run (at 0.5 m/s) is observed at this high velocity of 1m/s with some minor variation. For the momentum flux case of 1.52, case (a), the injected flow mass fraction near the walls takes a longer time to reach the asymptotic value. At the higher momentum flux of 2.78, case (b), the nitrogen core is extended to a higher axial distance as compared to case (b) in the first run (with nitrogen stream velocity of 0.5 m/s), even though both have the same momentum flux ratio. At much higher momentum flux ratios of 12.8, case (e), the injected stream provides more penetration to the main stream as compared to the corresponding case in the first run (with nitrogen velocity of 0.5 m/s).

Main-stream velocity VN2 = 1.5 m/s  

Figure 5 shows the effect of change in injection-stream velocity on the oxygen mass fraction with main-stream velocity of nitrogen maintained constant at 1.5 m/s. For high injection-stream velocities, the nitrogen core is more elongated compared to the previous two runs with main-stream velocity at 0.5 and 1.0 m/s. The oxygen introduced near from the walls takes a longer time to reach the asymptotic value. For low injection-stream velocity, the penetration for the main-stream flow is stronger as compared to the previous two cases of 0.5 and 1.0 m/s main-stream nitrogen velocity. 
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	(c)   
	(d)    
	(e)   


Figure 3. Run 1, oxygen mass fraction for a constant main-stream (nitrogen) velocity of 0.5 m/s, and cross-flow stream (oxygen) injection velocity of (a) 0.38 m/s, (b) 0.28 m/s, (c) 0.2 m/s, (d) 0.17 m/s, and (e) 0.13 m/s (see Table 1). 
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Figure 4. Run 2, oxygen mass fraction for a constant main-stream (nitrogen) velocity of 1 m/s, and cross flow injection stream (oxygen) velocity of (a) 0.76 m/s, (b) 0.56 m/s, (c) 0.42 m/s, (d) 0.33 m/s, and (e) 0.26 m/s (see Table 1). 
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Figure 5. Run 3. oxygen mass fraction for a constant main-stream (nitrogen) velocity of 1.5 m/s, and cross-flow injection stream (oxygen) velocity of (a) 1.14 m/s, (b) 0.84 m/s, (c) 0.62 m/s, (d) 0.5 m/s, and (e) 0.39 m/s (see Table 1). 

Main-stream velocity VN2 = 2 m/s  

Figure 6 shows the effect of change in injection-stream velocity on the oxygen mass fraction with the nitrogen-stream velocity held constant at 2 m/s. At high main-stream velocity, the injected stream of oxygen penetrates the main stream significantly as compared to the previous 3 runs. The results show significant shrinkage of the nitrogen core. However, at low oxygen injection-stream velocities one can see that the flow patterns are fairly close to the flow patterns for the respective low main-stream velocities in previous runs. This suggests that at high main-stream velocities the momentum flux ratio plays the dominant role in determining the resulting flow distribution. 
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Figure 6. Run 4, oxygen mass fraction for a constant main-stream (nitrogen) velocity of 2 m/s, and cross flow injection stream (oxygen) velocity of (a) 1.52 m/s, (b) 1.12 m/s, (c) 0.83 m/s, (d) 0.66 m/s, and (e) 0.52 m/s (see Table 1). 

Figure 7 shows the effect of change in momentum flux ratio on the mixing length for each main-stream velocity (from 0.5 to 2 m/s). The increase in momentum flux ratio has a complicated effect on the mixing length. The results show that an initial increase in momentum flux ratio first provides a decrease in mixing length. Above a certain momentum flux ratio, significant increase in mixing length occurs. Above a critical value of momentum flux of about 7, a monotonic decrease in the mixing length occurs. Since the main-stream velocity is constant for each run, change in the momentum flux ratio is translated to change in injected stream velocity. In other words, the increase in momentum flux ratio corresponds to a decrease in injected stream velocity of oxygen. An increase in momentum flux ratio by decreasing the injected oxygen cross-stream flow velocity has two main effects on the mixing process. First, it deteriorates the mixing process wherein a decrease in cross-stream injection stream velocity reduces its penetration to the main stream. The bulk of the flow from the injected oxygen stream remains closer to the walls along the boundary layer. The mixing in this region occurs due to the weak shear layer formed between the main (nitrogen) and injected (oxygen) streams. The second effect tends to enhance the mixing process. The decrease in injected oxygen velocity translates to essentially less oxygen to be mixed with nitrogen. This will result in faster mixing, as the injected flow is smaller. 

The two opposite effects provide the role of mass diffusion- and momentum flux dominated-regime to subsequently provide the complicated trend on mixing length. In other words, at very low momentum flux ratio the second effect dominates the first one, where the mixing length shows a decrease. On the other hand, the first effect dominates the second one for moderate values of the momentum flux ratio. At high momentum flux ratio the mixing length tends to decrease monotonically as the second effect dominates the process. It is to be noted increasing main-stream velocity increases the mixing length values without any change in its general trend. However, at higher main-stream velocities, the effect is weaker. At high main-stream velocity and high momentum flux ratio, the mixing lengths are very close to each other, thus revealing that the momentum flux ratio is dominant.

[image: image32.emf]
Figure 7. Effect of changing momentum flux ratio on the dimensionless mixing length.

The effect of change in cross-flow injection geometry is studied here. Case 4a was arbitrarily chosen to compare the circular injector, square injector, and recessed circular injector. All the injectors have the same cross-sectional area of the injector used in the previous examination. The recessed circular injector is recessed by one injector diameter inside the reactor. On the other hand, the square injector is used as a representative to the sharp-edged injector, which is considered vorticity generator. Any increase in the vorticity magnitude is translated to better mixing compared to the normal shear layer mixing. 

Figure 8 shows the effect of the change in injector geometry on the flow characteristics. For the square injector, the mixing was enhanced remarkably compared to the circular injector. Figure 8a and figure 8b show that the asymptotic oxygen mass fraction is more dominant for square injection compared with the circular injector at the same elevation downstream of the injection section. This reveals that the square injector enhances mixing quality. Figure 8c shows the circular injector recessed by one injector diameter inside the reactor. The recessed injector increases the mixing characteristics drastically, where the injected oxygen stream penetrates main nitrogen stream more deeply than any other configuration. 

	[image: image33.png]1.00e+00
9.50e-0
9.00e-0
8.50e-0
8.00e-0
7.50e-0
7.00e-0
6.50e-0
6.00e-0
5.50e-0
5.00e-0
4.50e-0
4.00e-0
3.50e-0
3.00e-0
2.50e-0
2.00e-0
1.50e-0
1.00e-0

5.00e-02 l—x

0.00e+00

Contours of Mass fraction of 02 Jun 21, 2009
FLUENT 6.3 (3d, pbns, spe, ske)





	[image: image34.png]1.00e+00
9.50e-0
9.00e-0
8.50e-0
8.00e-0
7.50e-0
7.00e-0
6.50e-0
6.00e-0
5.50e-0
5.00e-0
4.50e-0
4.00e-0
3.50e-0
3.00e-0
2.50e-0
2.00e-0
1.50e-0
1.00e-0

5.00e-02 l—x

0.00e+00

Contours of Mass fraction of 02 Jun 21, 2009
FLUENT 6.3 (3d, pbns, spe, ske)





	[image: image35.png]1.00e+00
9.50e-0
9.00e-0
8.50e-0
8.00e-0
7.50e-0
7.00e-0
6.50e-0
6.00e-0
5.50e-0
5.00e-0
4.50e-0
4.00e-0
3.50e-0
3.00e-0
2.50e-0
2.00e-0
1.50e-0
1.00e-0

5.00e-02 Lx

0.00e+00

Contours of Mass fraction of 02 Jun 21, 2009
FLUENT 6.3 (3d, pbns, spe, ske)






	
	(a)
	(b)

	
	[image: image36.png]1.00e+00
9.50e-0
9.00e-0
8.50e-0
8.00e-0
7.50e-0
7.00e-0
6.50e-0
6.00e-0
5.50e-0
5.00e-0
4.50e-0
4.00e-0
3.50e-0
3.00e-0
2.50e-0
2.00e-0
1.50e-0
1.00e-0

5.00e-02 l—x

0.00e+00

Contours of Mass fraction of 02 Jun 19, 2009
FLUENT 6.3 (3d, pbns, spe, ske)






	
	(c)


Figure 8. Oxygen mass fraction for different geometries: (a) Circular injector, (b) Square injector, (c) Recessed circular injector.

Figure 9 shows the vorticity magnitude for the three geometries. For the square injector, the vorticity is more concentrated compared to the circular injector vorticity, which prevails for a longer axial distance in the reactor. This proves that the square injector provides better mixing compared to the circular injector, since as the vorticity disappears downstream for the square injector, we can infer that the asymptotic oxygen mass fraction is reached. The vorticity produced within the cross legs is more distinct for the square injection than circular injection, which demonstrates the advantage of having a sharp-edged injector. In recessed injection the vorticity is concentrated within the cross legs region and around the recessed portion of the injector. It is noticeable that downstream the cross legs the vorticity magnitude becomes very minimal, which means that mixing has already taken place. This proves that recessed injection has the best performance among the three geometries discussed here. However, the recessed injector is more exposed to the main flow stream compared to other injection geometries. Therefore, it becomes more unreliable for reactive cases, as it will be more vulnerable to thermal failure. 
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Figure 9. Vorticity magnitude (s-1) for different geometries: (a) Circular injector, (b) square injector, (c) recessed circular injector.

4.2 Validation of reduced mechanism

The reduced hydrogen sulfide/oxygen mechanism introduced in the quarterly report of December 2008 has been compared under different conditions and with other reduced mechanisms in order to enhance its credibility. First, the reduced mechanism is compared with the detailed mechanism in an adiabatic plug flow reactor. The main species behavior as well as reactor temperature increase due to heat released will be compared. This study will be held under the Claus conditions as well as the lean conditions used in the previous report (equivalence ratio of 0.5). The flow speed is 1 cm/s into plug flow reactor, and inlet flow temperature was arbitrarily chosen to be 1200 K.

Claus conditions

Figure 10 and 12 show the evolution of the reactor temperature and the main species behavior respectively using the detailed mechanism. On the other hand, Figure 11 and 13 show the evolution of the reactor temperature and the main species behavior, respectively, using our reduced mechanism. Qualitatively, the temperatures obtained from the detailed and the reduced mechanisms are in very good agreement. However, the maximum temperature obtained from the reduced mechanism overshoots by 4.5% the temperature obtained from the detailed mechanism. The reason is that the discarded species have high specific heats, which will reduce the total specific heat of the mixture in the reduced mechanism case. Subsequently, the temperature tends to increase to compensate for the deterioration in the total mixture specific heat. Meanwhile, the reason this peak of the reactor temperature is at almost 0.2 ms residence time is that at this section the S2 mole fraction increases drastically and the SO2 mole fraction decreases.  The specific heat of S2 at such high temperatures is much higher than the specific heat of SO2, which will lead to a reduction in the reactor temperature. Concerning the behavior of the main species, no remarkable discrepancy was noticed, and both the detailed and the reduced mechanism are in good agreement. 
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Lean conditions

Figures 14 and 16 give the temperature evolution and the behavior of the main species obtained from the detailed mechanism under lean conditions (φ=0.5). On the other hand, Figures 15 and 17 show the temperature evolution and the behavior of the main species obtained from the reduced mechanism at the same lean conditions.  Under these conditions the maximum temperature obtained by the reduced mechanism is less than the maximum temperature from the detailed mechanism by 5.3%, which is a fairly acceptable error. This discrepancy could be attributed to the noticeable deterioration in the H2O mole fraction obtained from the reduced mechanism compared to the detailed one, where the H2O mole fraction from the reduced mechanism is almost 27% less than the H2O mole fraction obtained from the detailed mechanism. Concerning the main species behavior, the highest discrepancy was obtained in the H2 and H2O mole fraction as we mentioned earlier, but this is due to the rarity of hydrogen in this mixture; since the conditions are highly lean, any small difference in the mole fractions translated to a noticeable error. 
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Ignition delay time has been investigated by many researchers as one of the most important parameters to be calculated numerically and validated experimentally. In this study we compared the ignition delay time calculated from our reduced mechanism with the experimental results of Bradley et al. [2] and the mechanism introduced by   Tsuchiya et al. [3]. The ignition delay time was been determined by using the induction time to attain a 10% equilibrium value of SO2 concentration. However, this criterion is different from the one given by Cerru et al. [4], where the ignition delay was calculated based on the increase in temperature by 600K, which does not give a noticeable difference in the results. The inlet conditions for the comparison case are:

Inlet pressure is 0.4 atm, and the inlet stream mole fractions are 0.04 H2S, 0.06 O2, and 0.9 argon. The temperature was varied from 1650K to 2500K. 

Figure 18 shows the comparison between the different mechanisms and the experimental data. The results show that the two mechanisms are in very good agreement with the experimental data in the low temperature range. In the high temperature range our reduced mechanism showed very good agreement with the experimental data. The mechanism obtained by Tsuchiya et al. [3] showed some discrepancy. It is to be noted that the presented data from of Tsuchiya et al. [3] is based on the reaction between SH, and O2 forming SO and OH, while any other scenario they have introduced for this reaction will worsen the results than those presented here.    

4.3 Preliminary experimental results

A preliminary experiment was performed to test the ability of our experimental facility. The test had two parts; the first was facility warm-up, where the CH4/O2 reaction took place to provide the required hot medium. The second part was the introduction of hydrogen sulfide in the hot medium. This experiment was performed at conditions partially away from Claus conditions, as we did not want to produce H2S in the exhaust gas. Therefore, excess oxygen was used in order to make sure that we did not have any H2S in the effluent gas.  

Part (1)

Oxygen flow rate: 8.76 lit/min

Methane flow rate: 3.8 lit/min

Excess oxygen: 0.16 lit/min
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Figure 19. Gas chromatogram before introducing H2S.

Effluent gases sample results:

Oxygen: 4.2%

CO2: 95.8%

Part (2)

Oxygen flow rate: 8.76 lit/min

Excess oxygen: 0.16 lit/min

Methane flow rate: 3.8 lit/min

[image: image220.jpg]


[image: image221..pict]Hydrogen sulfide: 0.2 lit/min

[image: image222.jpg]



Figure 20. Gas chromatogram from TCD after introducing H2S .


Figure 21. Gas chromatogram from FPD after introducing H2S. 

Sample results:

Oxygen: 2.2%

CO2: 96%

SO2:1.3%

H2: 0.2%

The temperature of the experiment was 1350K. Since it was not perfectly Claus conditions, we had SO2 in the sample. We had oxygen in the effluent gas because of the CO2 dissociation that provides extra oxidizing medium to the reactants. The two unnamed peaks in the TCD chromatogram are negligible amounts of CO and SO2, which appears more accurately in the FPD chromatogram.    

5.
Summary

Five non-reactive cases have been simulated here that represent the corresponding reactive cases in the experimental test matrix. The hot combustion products were simulated here with nitrogen, while oxygen was used to simulate the hydrogen sulfide. The momentum flux ratio was kept constant between the reactive and corresponding non-reactive case. Two main characteristics have been observed from the flow patterns obtained from the different cases examined here. The first is the nitrogen core formed around the centerline. An increase in momentum flux ratio increases the central nitrogen core, causing it to dominate the prevailing flow field. The second characteristic is the tendency of the injected oxygen stream to reside closer to the outer walls of the reactor near the wall boundary layer.  The mixing length is found to be of significant importance in determining the degree of mixing. Increase in the momentum flux ratio has a complicated effect on the mixing length and depends on the mass diffusion and momentum flux ratio. 

For the rich conditions in the Claus process, in an adiabatic reactor, the main species behavior obtained from both mechanisms was in a very good agreement as well as the reactor temperature evolution. However, the maximum temperature obtained from the reduced mechanism was 4.5% higher than the corresponding temperature obtained from the detailed mechanism, which is attributed to the reduction in the total mixture specific heat due to discarding some species. For the lean conditions with an equivalence ratio of 2, in an adiabatic reactor, the maximum temperature obtained from the detailed mechanism was 5.3% higher than the corresponding temperature obtained from the reduced mechanism, which is attributed to the under-prediction of H2O mole fraction obtained from the reduced mechanism. 

Concerning the main species behavior obtained from the reduced mechanism, most of them were fairly in good agreement with the detailed mechanism except for the H2O and H2 mole fraction. The ignition delay time calculated by the reduced mechanism presented in this work showed very good agreement with the experimental data by Bradley et al. [2], while the mechanism given by Tsuchiya et al. [3] showed very good agreement at low temperature, but at high temperatures the error became fairly significant. Preliminary experimental results are shown here in order to test the capability of our experimental facility. The conditions were not exactly Claus conditions. Excess oxygen was used in order to avoid having hydrogen sulfide in the exhaust. The effluent gas did not contain H2S, and CO2 provided extra oxidizing medium for the reactants.     
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7. Difficulties Encountered/Overcome

None.

8. Deliverables for the Next Quarter

· Further reduction for the reduced mechanism by applying the steady state assumption for certain species that have a steady state behavior during the reaction.

· Extended non-reactive study for the mixing characteristics for other geometries along with the effect of recess these geometries on mixing characteristics.

· Examine experimentally the effect of the reactor temperature on various main products behavior as well as the conversion efficiency. 

9. Publications

1. Sassi, M. and Gupta, A. K.: Sulfur Recovery from Acid Gas Using the Claus Process and High Temperature Air Combustion Technology, American J. of Environmental Sciences, Vol. 4, No. 5, 2008, pp. 502-511.

2. Selim, H., Gupta, A. K. and Sassi, M.: Variation of Optimum Claus Reactor temperature with Acid Gas Composition, IECEC Conference, Cleveland, OH, July 28-30, 2008, Paper No. AIAA-2008-5797.
3. Selim, H., Gupta, A. K. and Sassi, M.: Reduced Mechanism for Hydrogen Sulfide Oxidation, 47th AIAA Aerospace Sciences Conference, Orlando, FL, January 5-8, 2009, Paper No. AIAA-2009-1392.
4. Selim, H. and Gupta, Experimental Understanding of Claus Chemical Process Chemical Kinetic reactions, 7th Intl. Energy Conversion Engineering Conference (7th IECEC), Denver, CO, August 2-5, 2009.
5. Selim, H and Gupta, A. K. and Sassi, M.: Reduction and Validation of Detailed Kinetic Reactions in Thermal Stage of Claus Process, 48th AIAA Aerospace Sciences Conference, Orlando, FL, January 3-7, 2010. 

Solid Oxide Fuel Cells for CO2 Capture and Enhanced Oil Recovery

UMD Investigators:  Greg Jackson, Bryan Eichhorn

UMD GRAs:  Siddarth Patel

PI Investigators: Ali Almansoori, Krishnaswamy Nandakumar, Valerie Eveloy

Start Date:  March 2009

1.
Objective/Abstract

In this program, UMD and PI will build on the established collaboration from earlier work – both experimental and modeling – to explore the impact of petroleum off-gas composition including effects of contaminants (H2S and HCl) on SOFC performance/design.  Single-cell SOFC experiments will be used to enhance and validate existing single-cell SOFC models to incorporate the effects of hydrocarbon composition and H2S on SOFC performance.  These single cell models will then be translated to full stack evaluations in higher dimensions, and these models will then be incorporated into process-level plant models to evaluate the effectiveness of SOFCs for capturing energy from petroleum gases and for providing a means for possible CO2 capture within a plant context.  This Phase II testing and development effort will also seek to bring an industrial collaborator to work with the team to explore design and implementation challenges for a future SOFC demonstration operating on relevant petroleum gas streams.
2.
Deliverables for the Completed Quarter

Task 1:  Establishing experimental facilities for MEA testing with trace contaminants
· UMD experimental rig has been tested for long-term durability studies.
Task 2: Long-term testing MEAs for selected fuels and syngas with trace H2S and HCl
· Initial long-term durability testing of co-fired membrane electrode assemblies (MEAs) of Ni/CeO2/YSZ anodes for performance on both syngas and n-butane were used to explore the feasibility of durability testing going forward.

· Test results were presented in June by Siddharth Patel at the ASME Fuel Cell 2009 Conference in Newport Beach, California.

Task 3: Enhancing MEA models to evaluate contaminant-tolerant designs
· MEA models were upgraded for improved speed and robustness for improved integration into multi-dimensional models under non-isothermal conditions. 

Task 4: Performing system level analysis of an integrated SOFC/off-gas processing plant 
· Discussions with PI and UMD established a plan to train PI students to pursue this task with UMD guidance during the coming year.

Task 5: Establishing SOFC-industry partner for future demonstration
· No activities were pursued for this task during this quarter.
3. Summary of UMD Project Activities for the Completed Quarter

The second phase of the collaboration on SOFC studies between UMD and PI began after discussions about how to improve the efforts going forward.  Discussions were held between UMD and PI, and ways for enhanced interaction going forward were established.  The efforts on specific tasks (1-3) have begun in earnest, and it is expected that efforts on Task 4 will commence upon the arrival of Prof. Ali Almansoori to UMD in July.  The accomplishments for each task are summarized below.
Task1: Establishing experimental facilities for MEA testing with trace contaminants

UMD spent more time characterizing MEAs and then doing some long-term testing to assess what is needed to run longer-term durability tests on the current MEA test rig.  These initial tests included further characterizing of co-fired Ni/CeO2/YSZ porous anodes.  These tests were done to compare the degree of tolerance for carbonaceous fuels relative to more conventional Ni/YSZ porous anodes.  Figure 1 shows the latest performance of the MEAs with the Ni/CeO2/YSZ porous anodes (1 mm-thick support layer and 50 µm functional layer), 10 µm-thick, dense YSZ electrolyte, and ~50-thick LSM/YSZ cathode.  The performance (peak power ~ 0.35 W/cm2) at 700 and 800 °C with butane/steam fuel feeds (steam-to-carbon ratio, S/C =1.5) is slightly higher than previous MEAs tested in the first phase of work.  In general, the results over the past quarter show the ability of UMD to get reliable performance due to repeatable fabrication.  This will be critical going forward in the current phase of the project, during which time long-term durability testing will be performed at UMD and testing and fabrication techniques are expected to be transferred to PI for the establishment of their test facility.

Because CeO2 addition to the anode has been shown to be effective at suppressing surface carbon formation in Ni/YSZ anodes operating with hydrocarbon feeds, it is valuable to contrast comparable Ni/YSZ anodes with and without co-fired CeO2 operating on n-C4H10/H2O feeds.  Figures 2a and 2b show V-i curves for MEAs with a Ni/CeO2/YSZ anode and a Ni/YSZ anode operating with n-C4H10/H2O feeds at S/C of 1.0 and 1.5, respectively.  Both cells had 20 µm-thick electrolytes (thicker than the MEA for Figure 1 for more durable performance in the experimental test rig).  The V-i curves were taken early in the testing of each cell with n-butane feeds because the Ni/YSZ cell performance degraded significantly over the first two hours of testing.  Such degradation was not observed in Ni/CeO2/YSZ cells.  The CeO2 addition improves both stability and high power performance.  The improved performance is significant at current densities above 0.3 A/cm2, beyond which the Ni/CeO2/YSZ indicates a significant reduction in the polarization resistance (as indicated by the reduction in slope of the V-i curves in Figures 2a and 2b) for the cell.  This sharp change in slope for the V-i curves of the ceria-containing anodes is indicative of the behavior of thin-film ceria electrodes that were tested on another program to derive microkinetic models for electrochemistry on ceria (1).
Initial stability tests of the Ni/CeO2/YSZ anodes with n-C4H10 feeds at S/C = 1.5 and 800 °C were performed to assess challenges of future long-term durability testing with the existing experimental test facility.  MEAs were tested at a constant 0.75 V cell potential for > 3 hours and showed no significant degradation in current density, although temporary, periodic mild drops in current density (lasting no more than a minute or two) were observed between periods of stable performance.  All the same, with the 20-µm electrolytes, the Ni/CeO2/YSZ anodes survived multiple start-ups with recovery to reasonable power densities, as indicated in the time-lapse plots in Figure 3 of current density with time.  Developing the longer-term stability of these cells in carbonaceous fuels both with and without trace gases is a priority for Phase II.  
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Figure 1. Voltage and power density vs. current density curves for Ni/CeO2/YSZ anode-supported thin-electrolyte MEA operating at two Tcell on an n-butane feed with a steam-to-carbon ration of 1.5 to 1.
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Figure 2.  Comparison of voltage and power density vs. current density curves for Ni/CeO2/YSZ and Ni/YSZ anode-supported MEAs with electrolyte thicknesses of ~ 20 µm for n-butane feeds with (a) Tcell = 800 °C and S/C = 1.0 and (b) Tcell = 800 °C and S/C = 1.5.

Upon removal from testing, the Ni/CeO2/YSZ anode showed no noticeable surface C build-up.  The tested MEA was then cracked so that spectroscopic analysis through the depth of the porous anode could be performed.  First, an energy dispersive X-ray analysis (EDX) line scan over the top 200 µm of the anode support layer was used to give a qualitative sense of C build-up, and the results did show evidence of C deposition near the outermost layer of the cell.  This is the region where local S/C ratios would be closest to the feed values, which are below the O/C ratio where carbon deposition is expected.  However, the build-up product water in the depth due to the reactions result in no significant carbon build-up deeper into the support layer as indicated by the EDX.  This also suggests that in a down-the-channel passage, carbon growth will be inhibited by the increasing O/C ratio as fuel oxidation and reforming occurs.  This has been indicated in SOFC models (2).  This provides an explanation for why the Ni/CeO2/YSZ anodes have shown superior durability to the Ni/YSZ anodes when operating with the n-C4H10/H2O feeds.  
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Figure 3. Cyclic ramping of Ni/CeO2/YSZ MEA with 20 µm thick electrolyte operating at Tcell = 800 °C on an n-butane feed with a S/C = 1.5.

In addition to EDX, the cross-section of the Ni/CeO2/YSZ anodes were analyzed with ex situ Raman spectroscopy (with assistance from Mr. Bryan Eigenbrodt at UMD).  The results are shown in Figure 4.  The results showed evidence of both “ordered” graphite (G-band in Figure 4) and tetrahedral defects in the graphite lattice (D-band in Figure 4).  The ratio of the D/G peak intensities can be used to estimate typical graphite domain sizes (3), but this was not done yet for this study.  The Raman signals were much stronger for the top surface than for the cross-sections points through the depth of the anode, but the relative strength of the carbon peaks dropped off dramatically for these internal points as shown in Figure 4.  There was also an NiO peak observed at all points, but the peak was not so strong as to indicate a risk of MEA cell behavior.

[image: image55]
Figure 4.  Ex situ Raman spectra for different locations through a porous Ni/CeO2/YSZ MEA after operation for 9-10 hours operating at Tcell = 800 °C on an n-butane feed with a S/C = 1.5.
The initial durability tests suggest that the rig can be used for long-term durability testing.   Control software improvements are being sought during this upcoming quarter to allow for safe testing over several days and even weeks.  The ex situ analysis of tested cells is in place for future testing.

Task 2: Long-term testing MEAs for selected fuels and syngas with trace H2S and HCl

Little was performed on this part of the program as UMD is waiting for the next research assistant.  It is hoped that a student will join the group from the PI, and discussions between UMD and PI are ongoing regarding this.  Currently a student, Mr. Lei Wang, will be joining the group as a Ph.D. candidate to work on this project, including this task.  He is expected to join this summer and pick up on his testing.  All the same, the group began developing some experience working with H2S for testing during the upcoming quarter for this testing.  The magnetic sector mass spectrometer for measuring H2S in reformate streams was calibrated, and this will facilitate measuring the fate of trace H2S during fuel cell testing.  

Task 3: Enhancing MEA models to evaluate contaminant-tolerant designs
Some effort has been made by Jackson’s group to upgrade the SOFC models such that the MEA models developed under the last phase run more quickly and are more robust.   This was deemed important after they were tested in some down-the-channel models and were not as reliable when running under non-isothermal conditions.  These new models will be presented to Prof. Almansoori when he visits from the PI during the next quarter.  They will provide a base for developing look-up tables for system analysis in Task 4.
Task 4: Performing system level analysis of integrated SOFC/off-gas processing plant 
Little has been performed on this task during this quarter.  This will begin in earnest with the arrival of Mr. Wang and also with Prof. Almansoori’s visit in the summer.  Conversations between the PI and UMD faculty on this project have led to the desire to get some senior chemical engineering students at the PI to work on this part of the project in collaboration with faculty from both institutions.  It is hoped that these students will be picked up during this coming fall.

Task 5: Establishing SOFC-industry partner for future demonstration
UMD did have some discussions with NexTech Materials over the past quarter about making larger MEAs and possibly stacks, but at this point these are just preliminary discussions.  This task will likely be pursued more fully in the second year of this program.
4.
Difficulties Encountered/Overcome

The difficulties in MEA testing due to occasional cell cracking has been largely overcome due to the use of slightly more robust architectures (thicker electrolytes) and improved cell mounting in the rig.  This reliability has now opened the door for long-term cell testing.  Improved rig software to ensure safety during durability testing remains a hurdle, but experience on other programs has allowed the UMD team to gain knowledge on programming of LabView for safety measures. This knowledge will be applied in the upcoming quarter, and a new rig will be established for durability testing of SOFC MEAs.
Difficulties in moving the system-level studies forward have largely been due to staffing.  UMD has been developing system-level modeling tools for other fuel cell programs (4), and this knowledge will be transferred to Prof. Almansoori for this program over the summer.  The arrival of Mr. Wang this summer will also accelerate progress on this task, as he is already reading up on this before joining the group.

5. 
Planned Project Activities for the Next Quarter

The following activities are planned for this quarter and will be facilitated by the extended visit of Prof. Almansoori and the arrival of the new graduate student, Mr. Wang.

· Begin testing of cells with carbonaceous fuel feeds with inclusion of trace H2S.

· Testing and reporting on the new non-isothermal MEA models and there including in down-the-channel SOFC models for SOFC stack level design studies and thermal management.

· ASPEN-Hisys modeling in a petroleum processing plant scenario in collaboration with potentially interested ADNOC parties.

· Exploring how to transfer rig fabrication and MEA testing to Prof. Almansoori during his visit.

· Increased collaboration with Prof. Nandakumar on micro-architecture modeling studies and on fuel cell control modeling studies.

Appendix 
Justification and Background

There has been a movement for petroleum processing facilities to move to zero-flaring of off gases.  These gases, derived from the petroleum extraction as well as downstream processing, can contain various hydrocarbons, some H2S, and depending on the process, HCl (derived from processes for well stimulation).  These gases can be returned to an oil well to maintain well pressure.  However, it is also possible to extract useful power from these gases employing SOFCs, which can provide high energy conversion efficiencies (> 50% based on fuel heating value) while maintaining separation of fuel oxidation products from N2 dilution that comes with conventional combustion processes.  If SOFC architectures can be designed to operate effectively on such off-gases, then they can produce not only useful power but also concentrated CO2 and H2O streams which can be readily pumped to high pressure for oil-well re-injection.  This provides a potential carbon footprint reduction of the petroleum processing both by producing power from waste streams and by providing an efficient means for re-injection of C-containing gases back into the well for sequestration.  System level modeling in this program will show that such potential can be realized if stable SOFC systems are successfully developed.  
Approach

This effort will extend earlier single membrane electrode assembly (MEA) testing and modeling at UMD and PI by looking at new gas compositions and the impact of trace H2S and HCl contaminants on SOFC with potentially contaminant-tolerant materials and micro-architectures.  UMD will employ additional MEA experiments with Raman spectroscopy to evaluate surface chemistry on selected SOFC materials (3).  Functionally graded anode micro-architectures and material systems will be investigated for high power density and sulfur tolerance.  These efforts will build on the earlier work exploring ceria/metal composite anodes and on recent work of others (5) showing the effectiveness of ceria nanoparticles for high-sulfur-tolerant SOFC anodes.  The benefits of integrating an SOFC with an external steam or autothermal reformer will be explored by comparing SOFC performance with syngas vs. light hydrocarbon streams, where both are impacted by trace H2S.   

This work will rely on the progress made from integrating ceria (doped and/or un-doped_ with appropriate metal electrocatalysts for MEA designs tolerant of hydrocarbons.  The testing will be done on selected fuels (CH4, C3H8, C4H10) and on syngas contaminated with trace amounts of H2S and separately trace amounts of HCl.  Durability tests will be explored for preferred MEA designs. Modeling efforts will be expanded on both the micro-scale MEA level and on the large process scale to assess how contaminants handling will influence both SOFC design as well as overall process feasibility.
The simultaneous modeling effort in this program will also extend ongoing modeling efforts which will have explored both MEA models for micro-architecture design as well as higher level process models for assessing the potential for integrating SOFC systems into oil well operations.  The micro-architecture MEA modeling will expand on Phase I efforts by working with PI researchers on functionally graded anode architectures using particle packing models developed by PI faculty (6) (Prof. Nandakumar) to explore designs for improved power densities with carbonaceous fuel feeds of various compositions and for adequate tolerance of H2S in the anode feed stream.  These modeling efforts will involve the development of semi-empirical kinetic models for internal reforming of hydrocarbons and of H2S decomposition.

The engineering viability of an SOFC integrated into a petroleum facility for energy recovery and possible CO2 capture (7) will be investigated via system modeling within the context of petroleum processes by combining the SOFC models with process simulation tools such as ASPEN available at PI and UMD.  These process models will rely on simplified SOFC will be used to explore overall balance of plant, adequacy of fuel supplies, and power requirements for CO2 capture.  If possible, this work will be done in consultation with ADNOC experts.

Finally, an effort will be undertaken to build a partnership with an industrial supplier to provide an SOFC demonstration unit at the PI.  Specific tasks for the program are summarized in the proposed schedule below.  The testing and model development effort will also seek to bring an industrial collaborator to work with the team to explore the possibility of a future demonstration SOFC system operating on petroleum off-gases.  
Task list: The overall approach can be summarized into 5 overarching tasks.

1) Establishing experimental facilities for MEA testing with trace contaminants 
2) Long-term testing MEAs for selected fuels and syngas with trace H2S and HCl 
3) Enhancing MEA models to evaluate contaminant-tolerant designs

4) Performing system level analysis of integrated SOFC / off-gas processing plant 
5) Establishing SOFC-industry partner for future demonstration
Anticipated Deliverables:  The following deliverables will be provided on this project:

1) Summary of MEA test results for preferred SOFC material and micro-architectures for high power density operation with syngas and hydrocarbons laden with selected contaminants,

2) MEA modeling results illustrating preferred micro-architectures with metal/ceria systems for contaminant-tolerant operation

3) System-level modeling tool with process evaluation for integration of SOFC into petroleum off-gas processing
Two-Year Schedule

Year 1:
· Upgrade SOFC MEA-testing  facilities at UMD for handling trace contaminants

· Further development of SOFC experimental facilities at PI

· Perform post-testing material characterization for evaluation of long-term exposure to carbonaceous fuels
· Testing MEAs for selected fuels and syngas with trace H2S and HCl 
· Adopt SOFC models at UMD for hydrocarbon studies.

· Develop system level analysis of integrated SOFC / off-gas processing plant with analysis of contaminant flow
Year 2:
· Perform experiments with preferred material systems for typical off-gas compositions (with varying team loadings) for long-term durability with trace contaminants
· Enhance MEA models to evaluate micro-architectures for contaminant-tolerant operation

· Establish industrial partner in SOFC industry and ADNOC companies for development of demonstration project
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Separate Sensible and Latent Cooling with Solar Energy

UMD Investigators:  Reinhard Radermacher, Yunho Hwang

GRA:  Ali Al-Alili

PI Investigator:  Isoroku Kubo

Start Date: August 2007
1.
Objective/Abstract

The main objective of this project is to design, fabricate and test a solar cooling system with the highest possible cooling COP measured to date.  The approach involves combining a very efficient concentrating PV-T collector with a separate sensible and latent cooling approach developed at CEEE. This solar cooling system is expected to operate under the UAE’s harsh climate conditions.  

2.
Deliverables for the Completed Quarter

The tasks accomplished this quarter are as follows:

1. Finalize the solar sub-system 

2. Finalize the cooling sub-system based on Abu Dhabi design conditions

3. Complete model of the solar cooling system in TRNSYS
4. Parametric study of the solar cooling system in TRNSYS
3.
Summary of Project Activities for the Completed Quarter

The main system components (collector array, vapor compression cycle and desiccant wheel) have been reconsidered and resized separately. Then the modified sub-systems were coupled to construct the complete system. The components were redesigned based on Abu Dhabi design conditions.

The collector array was sized to provide 8 kWe and 33 kWth. The storages and necessary components to deliver the collector output to the load have also been resized accordingly. Moreover, the VCC is modeled on a 5-ton unit using R410A from TRANE. Previously, the VCC was modeled in EES, and TRNSYS had to call EES at every time step. Now, however, the manufacturer’s catalog data has been arranged in a format that TRNSYS can recognize. In addition, the desiccant wheel cycle has been sized based on ASHRAE’s 1% design conditions for Abu Dhabi. Finally, the whole system was constructed by coupling the two sub-systems. A parametric study was carried out to understand the effect of various parameters on the solar cooling system’s performance.  
3.1 Description of the Complete Solar Cooling System 

The system is divided into two main sub-systems: solar sub-system and cooling sub-system. The solar sub-system consists of the solar collector, a thermal storage unit, an electrical storage unit, a regulator, an inverter, and controllers. The solar sub-system can be seen in Figure 1. As the figure shows, storage for each type of energy output of the collector is used. The main purpose of these storages is to serve as a buffer reservoir to provide nearly constant output.
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Figure 1. The solar sub-system.

The cooling sub-system includes the two cooling processes, VCC and DWC, the conditioned space and the required fans and controllers, as shown in Figure 2. The conditioned space represents a residential home to be conditioned. As indicated in the figure, the thermal output of the solar sub-system is used to regenerate the desiccant wheel by heating the building exhaust air stream in the water-air heat exchanger. Moreover, the electrical output of the solar sub-system is used to drive the VCC. The figure also shows that part of the air leaving the building is sent to the DWC, through a heat recovery wheel (HRW), to be exhausted, while the remaining air is re-circulated. The HRW is used to sensibly cool the hot and dehumidified air leaving the DWC before being mixed with the re-circulating air. The amount of air exhausted is replaced by fresh air, which is pretreated in the DWC and then mixed with the re-circulating air stream before being sent to the VCC. The cooling sub-system could be possible coupled with the solar sub-system to construct the complete system, as shown in Figure 2.

[image: image57.png]£
H
g
g
E
H
£

Exhaust Air <

Outdoor Air [

6
6
vce
2 3 4 Z
B
>
Desiccant Heat g
Wheel Recovery &
Wheel g

Conditioned
Space





Figure 2. The cooling sub-system.

3.1 Modeling of the Completer Solar Cooling System

The collector array is sized to deliver 8 kWe and 34 kWth at 800 W/m2 and 25°C weather conditions. In order to achieve this output, two rows of five collectors connected in series are used. Two different efficiencies can be defined for the CPVT collector, namely, electrical and thermal efficiencies. The electrical and thermal efficiencies (ηelec, ηth) can be calculated based on Equations (1) and (2), respectively.
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Moreover, the VCC is modeled based on a commercially available 17.5 kW unit using R410A (Trane, 2008). The unit is capable of providing heating and cooling during the winter and summer, respectively. The manufacturer’s data are arranged in a format that TRNSYS can recognize. The VCC is sized to provide 15 kW of cooling at ASHRAE 1% design conditions for Abu Dhabi, shown in Table 1. The COP of the VCC (COPVCC) can be defined as shown in Equation (3).
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In addition, the DWC is sized to deliver 5 kW at ASHRAE’s 1% design conditions for Abu Dhabi and an air mass flow rate of 700 kg/hr, as shown in Table 1.  
Table 1. ASHRAE design conditions for Abu Dhabi (ASHRAE, 2001)

	
	Air Conditioning (1%)
	
	Desiccant Cooling (1%)

	DB
	42.5°C
	DP
	28.8°C

	MWB
	23.4°C
	W
	0.025 kgw/kga

	
	
	MDB
	32.8 °C


The COP of a desiccant cooling system (COPDWC) is defined as the ratio between the enthalpy change from ambient air to supply air, multiplied by the mass flow rate and the heat delivered to the water-air heat exchanger (HX), as given by Equation (4).
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	 (4)


The performance of the cooling sub-system was investigated prior to constructing the complete system. The cooling sub-system was tested at Tamb = 45°C and wamb = 15 gw/kga, and the temperature and humidity ratio at various points were recorded. Figure 3 shows the psychometric processes indicated in Figure 3.
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Figure 3. Air state points in various locations in the cooling sub-system.

Once the sub-systems are joined to form the complete solar cooling system, the whole system COP can be defined as shown in Equation (5), 
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	   (5)  


where the COPelec is the electrical efficiency of the CPVT multiplied by the COPvcc and the COPth is the thermal efficiency of the CPVT multiplied by the COPDWC.


A brief description of the other components used in the TRNSYS simulation of the whole system can be found in Table 2.
Table 2. Parameters of various key components used in TRNSYS simulation

	Component
	Parameter
	Value

	Simple lumped capacitance
	UA
	1,000 kJ/hr.K

	multi-zone building model
	Capacitance of zone
	24,000 kJ/K

	 
	Volume
	250 m3

	 
	Tinit
	30°C

	 
	Winit
	0.013 kgw/kga

	 
	Infiltration flow rate
	75 kg/hr

	Thermal storage tank
	Tank volume
	1 m3

	 
	Water specific heat
	4.19 kJ/ kg.K

	 
	Water density
	1,000 kg/m3

	 
	Tank loss coefficient
	3 kJ/hr.m2.K

	 
	Number of nodes
	10

	 
	Height of each node
	0.05 m

	 
	Boiling point
	100°C

	Regulator and inverter DC/AC
	Regulator efficiency
	0.78

	 
	Inverter efficiency
	0.96

	 
	High limit on fractional state of charge
	0.25

	 
	Inverter output power capacity
	54,000 kJ/kg

	Electrical storage
	Cell energy capacity
	125 AH

	 
	Cells in parallel
	12

	 
	Cells in series
	6

	 
	Charging efficiency
	0.9

	 
	Max. current per cell charging
	3.33 A

	 
	Max. current per cell discharge
	-3.33 A

	 
	Max. charge voltage per cell
	2.5 V

	VCC
	Total air flow rate
	2,973 m3/hr

	 
	Rated indoor fan power
	671 kJ/hr

	 
	Rated outdoor fan power
	745  kJ/hr

	Desiccant wheel
	Dehumidifier F1 effectiveness
	0.08

	 
	Dehumidifier F2 effectiveness
	0.95

	Heat recovery wheel
	Rated power
	671 kJ/hr

	 
	Sensible effectiveness
	0.75

	 
	Latent effectiveness
	0


3.2 Results of the Complete Solar Cooling System

A Typical Meteorological Year 2, TMY2, data file was used to obtain the solar irradiance and various weather conditions for Abu Dhabi (METEONORM, 2007). The initial configuration of the solar sub-system consisted of a 1-m3 hot water storage tank and 12 batteries. The initial operation conditions were a water mass flow rate (MFR) through the collector array of 1,800 kg/hr and water MFR through the water-air heat exchange of 1,500 kg/hr.

The water MFR through the collector array was varied to investigate its effect on the thermal and electrical outputs. It should be noted that in PVT system applications, the production of electricity is the main priority. Figure 4 shows that as the water MFR through the collector array increases, the thermal output decreases until it reaches a nearly constant value. On the other hand, the electrical output increases until it becomes flat. As the water MFR increases, the increase in the water temperature decreases, which leads to lower PV cell temperature. The lower the PV cell temperature, the higher the efficiency, hence the electricity production.

The volume of the hot water storage tank was varied to investigate its effect on the collector outputs and the amount of energy delivered to the DWC through the water-air HX. As indicated by Figure 5, the collector electrical and thermal outputs were steady. However, the amount of energy delivered to the DWC increases with increasing thermal storage size. It should be noted that increasing the thermal storage volume beyond 2 m3 does not have significant effects on the energy delivered to the DWC. 
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Figure 4. The effect of the collector MFR on its outputs.
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Figure 5. Thermal storage size vs. energy delivered. 

Two power-conditioning devices were used for the collector’s electrical output. The first one was a regulator, which distributes DC power from the collector array to/from the battery array.  The second device was the inverter, which converts the DC power to AC and sends it to the VCC. These two components were represented by a TRNSYS TYPE 48. Based on the VCC required energy, TYPE 48 decided whether to use the collector output or the grid. The priority was given to utilizing the electrical output of the collector directly to drive the VCC, and the surplus was directed to charging the batteries. Figure 6 shows the effect of increasing the electrical storage size on the electrical energy delivered by the grid. As the number of batteries increases, the needed grid energy decreases.
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Figure 6. Effect of the electrical storage size on the electrical energy delivered.

Finally, the whole system was constructed by coupling the two sub-systems, and the monthly performance was investigated. The main parameters used for simulating the complete system can be found in Table 3. The hourly space temperature for a complete year is plotted in the psychometric chart as shown in Figure 7 to ensure that it is in the comfort zone during the simulation. It should be noted that about 10% of the mass flow rate of the air leaving the conditioned space is sent to the DWC and the rest is re-circulated to be mixed with the preconditioned air in the DWC.

Table 3. Main specifications of the completed cooling system

	Component
	Parameter
	Value

	CPVT
	Mass flow rate
	700 kg/hr

	Thermal storage tank
	Volume
	2 m3

	Water-air heat exchanger 
	Water mass flow rate
	500 kg/hr

	Electrical storage
	Number of batteries 
	12
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Figure 7. The hourly space conditions for the one-year simulation. 

Figure 7 shows how effective the combination of the DWC and VCC is in obtaining the comfort level inside buildings located in hot and humid locations. It can be seen that the hourly conditions inside the building range from a temperature of 20°C to 25°C and a humidity ratio of about 0.005 to 0.008 kgw/ kga. The performance of the system is compared to the performance of a VCC alone. The hourly space temperature for the one-year simulation for the case of VCC alone, without a DWC, can be seen in Figure 8. It can be seen that the VCC alone is not as effective as the proposed system in keeping the space conditions inside the comfort zone.

The advantage of the pretreatment of the air by the DWC before entering the VCC can be seen very clearly in Figure 9, which shows the sensible and the latent load on the VCC when the DWC is ON. It indicates that when the DWC accommodates the latent load, the VCC has to accommodate the sensible load only. By treating latent and sensible loads separately, the VCC can be operated at higher evaporating pressure, hence reducing the cycle pressure ratio and increasing the compressor efficiency. The latent load that is shown is due to the re-circulating of the space air, which includes moisture from the internal latent load sources and infiltration.
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Figure 8. The hourly space conditions for VCC only.
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Figure 9. Monthly sensible and latent loads on the VCC (VCC + DWC).

Figure 10 shows the case when the DWC is turned OFF. In this case, the VCC has to accommodate the extra latent load introduced by ventilation in addition to the space latent load. This requires decreasing the evaporator’s temperature below the dew point of the incoming air in order to condense the moisture. It can be seen that the latent load is higher during summer, since the air temperature is higher, and hence its capability of holding more moisture increases.

The monthly CPVT electrical and thermal efficiencies and the cooling cycles’ COPs are shown in Table 4. The heating season is considered to be from December to February, whereas the cooling season is from March to November. It can be seen that the overall system COP is above unity. The current solar thermally-driven cycles have low COPs due to the limitation on the thermally driven cooling cycles. In addition, the solar electrically-driven cycles have low COPs due the low electrical conversion efficiency of the PV cells. However, the proposed system eliminates these penalties by keeping the CPVT at high electrical conversion efficiency by the forced convective cooling of the PV cells. In addition, separating the latent and the sensible load helps to increase the COPs of the cooling cycles further. Moreover, the average COPVCC during the cooling season was found to be 3.92 compared to the standalone VCC’s COP of 2.51. The COPelec of the hybrid system can be compared to the COPelec of the standalone VCC powered by PV panels. The efficiency of the PV cells is expected to be lower than that of the actively cooled PV cells, since the efficiency decreases as the temperature increases. Therefore, if 12% efficient PV cells were used to power the stand-alone VCC, the COPelec would be 0.3 compared to the proposed system’s average COPelec of 0.62. 

[image: image70.png]Load [kWhr]

3500

®VCC_Sen
mVCC_Lat

3000

2500

2000

1500

1000

500

5

6 7 8
Month of the Year

10

1 12




Figure 10. Monthly sensible and latent loads on the VCC (VCC only).

Table 4. Final system monthly performance

	Month
	ηelec
	ηth
	COPVCC
	COPDWC
	COPelec
	COPth
	COPsys

	1
	0.17
	0.64
	4.73
	0.95
	0.78
	0.61
	1.39

	2
	0.17
	0.64
	4.41
	1.04
	0.73
	0.66
	1.39

	3
	0.17
	0.64
	3.48
	1.24
	0.58
	0.79
	1.37

	4
	0.16
	0.64
	3.97
	1.37
	0.64
	0.88
	1.51

	5
	0.16
	0.64
	3.97
	1.46
	0.65
	0.93
	1.58

	6
	0.16
	0.64
	3.97
	1.43
	0.64
	0.91
	1.55

	7
	0.16
	0.64
	3.98
	1.46
	0.64
	0.93
	1.57

	8
	0.16
	0.64
	3.98
	1.47
	0.65
	0.93
	1.59

	9
	0.17
	0.64
	3.98
	1.43
	0.66
	0.91
	1.57

	10
	0.17
	0.63
	3.97
	1.38
	0.68
	0.87
	1.55

	11
	0.17
	0.63
	3.97
	1.26
	0.68
	0.79
	1.47

	12
	0.17
	0.63
	3.43
	1.17
	0.57
	0.74
	1.31


4.
Difficulties Encountered/Overcome

· Sizing the different components in the system 
· The process of converting the data to TRNSYS units and reorganizing the manufacturer’s format to TRNSYS format
5.
Planned Project Activities for the Next Quarter

The following activities are to be conducted in the next quarter:

· Carry out an optimization study on the solar sub-system

· Carry out an optimization study on the completer solar cooling system
· Plan the experiment set-up
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1.
Objective/Abstract

The main objective of this project is to minimize overall energy consumption of gas or oil processing plants by utilizing waste heat and/or improving cycle design.  Consideration will include use of absorption chillers and steam cycles, among other options. 

2.
Deliverables for the Completed Quarter

The following were modeled in ASPEN:

1. GE MS 9001 Gas Turbine

2. Integration of gas turbines that drive an APCI LNG plant. 
3. Different waste heat utilization strategies using absorption chillers in gas turbine-driven APCI LNG plant

4. Further enhancements on the absorption chiller models:

a. Seawater heat exchangers for cooling the absorption chillers

b. Introducing pressure drop on the heat exchangers  

3.
Summary of Project Activities for the Completed Quarter

A gas turbine driver was selected and modeled for an APCI liquefaction cycle in ASPEN. The gas turbine model had good agreement with the vendor`s data. Then the gas turbine was integrated to the liquefaction ASPEN model. The double-effect absorption chillers were modeled using ASPEN software. Then, simplified double-effect versions of absorption chillers were integrated to the ASPEN model of the gas turbine driven plant to model potential enhancements of different waste heat utilization strategies. 

3.1
Gas Turbine Selection and Modeling

To quantify the available amount of waste heat, gas turbines were assumed to be the driver of the propane, mixed refrigerant-cycle compressors. To get an accurate estimate of gas turbine performance, a GE MS9001 gas turbine was modeled using ASPEN software. A block diagram of the cycle is shown in Figure 1. The compressor and turbine were modeled using the compressor and turbine blocks of ASPEN software.  The combustion chamber was modeled using RGIBBS block, which minimizes the Gibbs free energy of inlet streams to the combustion chamber.  The fuel was assumed to be pure methane. To account for air leakages and blade cooling, a portion of the compressor discharge was diverted directly to the turbine instead of passing through the combustion chamber. To verify the gas turbine model, the vendor’s data at ISO condition, which were 15°C and 1 atm inlet pressure, was used. The comparison of model results with vendor’s data is shown in Table 1.  As shown in Table 1, the maximum discrepancy of the model from the data was about 1.16%.

[image: image71.emf]
Figure 1.  Gas turbine cycle modeled with ASPEN.

Table 1.  The comparison of model results with vendor`s data

	
	ISO rated power [MW] 
	Efficiency [%] 
	Exhaust Temperature [°C] 

	Actual Gas Turbine 
	130.100 
	34.6 
	540 

	ASPEN Model 
	130.103 
	35.0 
	540.4 

	Discrepancy 
	+0.003 (0.0%) 
	+0.4 (1.16%) 
	+0.4 


3.2 Absorption Efficiency Enhancements of APCI base cycle by Absorption Chiller

Gas turbine model integration to LNG plant model

To investigate the available amount of waste heat for different waste heat utilization options, the gas turbine model was integrated into the plant model. To meet the plant power demand, the basic gas turbine model was scaled to provide the plant demand at 45°C ambient under its full load condition. This is not a bad assumption, since some gas turbine manufacturers scale their gas turbine design to meet different demands. To investigate the partial load effects, two cases were considered for each enhancement option. One case assumed that for each option the gas turbine would be the same as the base cycle. Therefore, there could be some degradation effects. However, in the other case it was assumed that for each option a gas turbine delivered the plant demand at its full load. To prevent condensing issues and excessive pressure drop at the gas turbine exhaust, it was assumed that gas turbine exhaust could be cooled down to 200°C. To calculate the energy consumption of the gas turbine, pure methane was assumed as the gas turbine fuel and the low heating value of methane was used. To utilize waste heat, double-effect water/LiBr absorption chillers working at 22°C and 9°C evaporating temperatures were used.

· Option 1: Replacing 22°C propane cycle evaporators with absorption chillers 
The first option considered was replacing the 22°C evaporators of propane cycle with a double-effect absorption chiller powered by gas turbine waste heat. The modeling results of the double-effect absorption chillers were used to calculate the required amount of waste heat to run the absorption chiller. 

· Option 2: Replacing 22°C propane cycle evaporators and cooling the inlet of gas turbine with absorption chillers
In this option, the 22°C propane cycle evaporator was replaced by an absorption chiller, and the gas turbine inlet was also cooled to 30°C using the absorption chiller. The evaporator of the gas turbine inlet cooler was assumed to be at 22°C.

· Option 3: Replacing 22°C and 9°C propane cycle evaporators with absorption chillers 
In this option, 22°C and 9°C propane cycle evaporators were replaced with absorption chillers with evaporator temperatures of 22°C and 9°C. Propane was also subcooled to 25°C and 12°C by 22°C and 9°C absorption chillers evaporators, respectively.

· Option 4: Replacing 22°C and 9°C propane cycle evaporators cooling the inlet of gas turbine with absorption chillers 

In this option, 22°C and 9°C propane cycle evaporators were replaced with absorption chillers. Propane was also subcooled to 12°C, and the gas turbine inlet was cooled down to 17°C using both the 22°C and 9°C evaporators of absorption chillers.   

· Option 5: Replacing 22°C and 9°C evaporators and cooling the condenser of propane cycle at 27°C with absorption chillers 

In this option, 22°C and 9°C propane cycle evaporators were replaced with absorption chillers, and propane was condensed at 27°C and subcooled to 12°C by absorption chillers.

· Option 6: Replacing 22°C and 9°C evaporators and cooling the condenser of propane at a 27°C cycle and turbine inlet with absorption chillers 

In this option, 22°C and 9°C propane cycle evaporators were replaced with absorption chillers, and propane was condensed at 27°C and subcooled to 12°C. The gas turbine inlet was cooled to 17°C by absorption chillers. The gas turbine inlet was first cooled to 30°C by a 22°C evaporator and then was cooled down to 17°C by a 9°C evaporator.                     

· Option 7: Replacing 22°C and 9°C evaporators and cooling the condenser of propane cycle at 14°C with absorption chillers 
In this option, 22°C and 9°C propane cycle evaporators were replaced with absorption chillers and propane was condensed at 14°C and subcooled to 12°C by absorption chillers.
· Option 8: Replacing 22°C and 9°C evaporators and cooling the condenser of propane at a 14°C cycle and intercooling the compressor of mixed refrigerant cycle with absorption chillers 
In this option, 22°C and 9°C propane cycle evaporators were replaced with absorption chillers, and propane was condensed at 14°C and subcooled to 12°C by absorption chillers. Mixed refrigerant was intercooled fist by seawater to 40°C and then was cooled down to 14°C by the 9°C absorption chiller evaporator. 
3.2.2 Results
The gas turbine fuel consumption and power reduction and the required amount of waste heat to run the absorption chiller for different options are shown in Table 2.

Table 2. The Enhancements of different options

	Gas Turbine Sizing
	Scaled
	Unscaled

	Option
	Compressor Power [MW]
	Power Reduction

[MW]
	Required Amount of Waste Heat

[MW]
	Fraction of Available Amount of Waste Heat

[ %]
	Fuel  Consumption

[MW]

(% saving)
	Required Amount of Waste Heat

[MW]
	Fraction of Available Amount of Waste Heat

[%]
	Fuel  Consumption

[MW]

 (% saving)

	APCI base cycle
	110.185
	-----
	-----
	-----
	329.448
	-----
	-----
	329.448

	Option 1
	107.510
	2.675
(2.43%)
	8.865
	5.948
	321.444

(2.43)
	8.865
	5.958
	322.754

(2.03)

	Option 2
	107.510
	2.675
(2.43%)
	12.572
	8.985
	314.002

(4.69)
	12.913
	9.341
	318.175

(3.42)

	Option 3
	100.334
	9.851
(8.94%)
	34.998
	25.162
	299.999

(8.94)
	34.998
	25.311
	304.859

(7.46)

	Option 4
	100.334
	9.851
(8.94%)
	41.579
	33.537
	287.624

(12.70)
	43.112
	36.306
	296.482

(10.01)

	Option 5
	94.043
	16.142 (14.65%)
	98.306
	75.408
	281.186

(14.65)
	98.306
	76.133
	289.482

(12.21)

	Option 6
	94.043
	16.142 (14.65%)
	104.474
	89.899
	269.598

(18.17)
	106.420
	96.977
	281.006

(14.70)

	Option 7
	88.420
	21.765
(19.75%)
	105.553
	86.112
	264.378

(19.75)
	105.553
	87.227
	275.340

(16.42)

	Option 8
	86.696
	23.489
(21.32%)
	116.391
	96.844
	259.217

(21.32)
	116.391
	98.195
	271.086

(17.715)


As shown in Table 2, the compressor power demand could be reduced by 21.32%, and the gas turbine fuel consumption could be reduced by 21.32%. The reason that fuel consumption for the scaled case is lower than the unscaled case is that in the unscaled case the gas turbine maintains the demand at its part load condition, while in the scaled case the gas turbine provides the demand at its full load condition. By reducing the demand the gas turbine firing temperature reduces, and hence the efficiency of the gas turbine reduces. Moreover, the unscaled case requires both more waste heat and a higher percentage of available waste heat in comparison to the scaled case for the same option. As shown in Table 2, the better option is the one in which the higher amount of waste heat is required to run the absorption chillers. 

4.
Difficulties Encountered/Overcome

None.

5.
Planned Project Activities for the Next Quarter

The following activities are to be conducted in the next quarter:

· Modeling gas turbine steam combined cycle

· Optimization of the combined cycle

Appendix

Justification and Background

Waste heat utilization opportunities are abundant in the oil and gas industry. Proper use of waste heat could result in improved cycle efficiency, reduced energy usage, reduction in CO2 emissions, and increased production capacity.

CEEE at the University of Maryland has extensive experience in the design and implementation of integrated combined cooling, heating, and power (CCHP) projects. The faculty at PI has experience in the design and operation of petroleum processing plants. Jointly, the team is well equipped to address the challenge posed by this project.
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1.
Introduction

Heat exchangers are extensively used in all oil and gas processing operations with seawater as the preferred coolant in near-shore operations. Regrettably, the performance and cost effectiveness of conventional metallic heat exchangers in such environments are severely constrained by corrosion and scale deposits. Polymer heat exchangers, currently under investigation by the EERC team, offer a promising alternative to metallic heat exchangers for the fossil fuel industry. Recent advances in carbon-fiber polymer composites, yielding polymer materials with thermal conductivities equal to or higher than titanium, can be applied to the development of low-cost and low-weight compact heat exchangers for corrosive fluids. These attributes, combined with the low energy investment in the formation and fabrication of these polymer heat exchangers and their ease of manufacturing, appear to make near-term applications of seawater polymer heat exchangers viable. Numerical simulations and laboratory experiments, performed by the UMD/PI EERC team in the first phase of this research, strongly support these conclusions.

2. Deliverables for the Completed Quarter 

· Identify current models for prediction of fiber orientation in molded composites (C1)

· Utilize fiber orientation predictions to predict thermal conductivity of a finned geometry (A3)

· Investigate the effects of utilizing anisotropic thermal conductivity values in the heat transfer rate through a fin (A3)

· Develop first-order metamodels for mold-filling predictions using 1-gate and 2-gate injection molding simulations (B1)

· Integrate the metamodel in the design process of a modular heat exchanger (B1)

· Investigate the mechanical and surface effects of immersing polymer composites in fresh and salt water (A5)

· A conference paper was submitted to CONV-09 in Yasmine Hammamet, Tunisia [3]; and two journal articles are being prepared [4]

 REF _Ref234049997 \r \h 
[5].

· Patrick Luckow successfully defended his MS thesis, “Minimum Energy Design of Seawater Heat Exchangers [6].”

3. Summary of Project Activities for the Completed Quarter

Identify current models for prediction of fiber orientation in molded composites

· Most fiber orientation models for injection-molded parts today only predict orientation based on calculated velocity fields inside the mold.

· Currently, fiber orientation prediction models found in a majority of software packages are based on the Folgar-Tucker model [1], which is a modification of Jeffery’s equation with the inclusion of a rotary diffusivity term Dr = CI( to model the effect of fiber interactions, where CI is the interaction coefficient, and ( is the strain rate. 

· Additionally, expressing fiber orientation is simplified by the use of the orientation tensor,  

	[image: image72.png]Ay = f(m, Jo(p)dp




	(1)


· The orientation tensors are a suitable replacement of the more cumbersome distribution function ψ, but their use requires a closure approximation, since a fourth order tensor appears in the Folgar-Tucker equation.

· The model used in Moldflow, the most popular injection molding software, is based on the Folgar-Tucker model, with only minor modifications.

Utilize fiber orientation predictions to predict thermal conductivity of a finned geometry

· The Nielsen model [2] for thermal conductivity of polymer composites is an equation for the effective thermal conductivity of the composite, written as a function of matrix and filler thermal conductivities, filler geometry, and volume fraction. 

· In Moldflow, the components of the orientation tensor can be plotted independently, as shown below, in the vertical and horizontal directions.
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	 (a) Fiber orientation across the fin thickness (x axis) 
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	 (b) Fiber orientation along the fin height (y axis) 

	Figure 11. Predicted fiber orientation tf=2.5mm, tb=2.5mm, H=5mm.


· Predictions made by Moldflow were translated into thermal conductivity values using Nielsen’s model. For example, a grid of nodal values across the fin’s profile can be defined as shown below based on the local values of the orientation tensor components.
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	Figure 12. Predicted fiber orientation values along the x & y directions of a fin tf=2.5mm, H=5mm.
	Figure 13. Predicted thermal conductivity values along the x & y directions of a fin tf=2.5mm, H=5mm.


Investigate the effects of utilizing anisotropic thermal conductivity values in the heat transfer rate through a fin

· Large differences are observed between the temperature profiles of isotropic and anisotropic fins, especially when the conductive thermal resistance of the fin is much larger than the convective resistance around the perimeter of the fin (high heat transfer coefficient). 

	[image: image77.png]314.205

303.121

353

347.458

341.916

330.831

325.289

319.747

308.663





	Figure 14. Comparison of temperature profile in an isotropic fin (k=3.6 W/mK) to an anisotropic fin (k’s as discussed in  tf=2.5mm, H=5mm, h=1000 W/m2K, θb=55K.


· As an alternative to using anisotropic fins, a single, effective thermal conductivity could be defined, in order to simplify the heat transfer calculations. The table below compares heat transfer rate values of an anisotropic fin to isotropic fins. The effective thermal conductivities are calculated mean values of axial (y- direction) conductivities shown before in Figure 13.
Table 5. Deviation of isotropic mean conductivity performance from anisotropic performance
	
	
	
	Isotropic 

	
	
	Anisotropic Solution
	Arithmetic Mean of ky 
	Geometric Mean of ky 
	RMS ky 
	Harmonic Mean of ky 

	40 W/m2k
	q (W/m) 
	29.1 
	30.1 
	29.6 
	30.4 
	28.97

	
	Error 
	-
	3.3% 
	1.6%
	4.6% 
	0.4%

	1000 W/m2k
	q (W/m) 
	186 
	222.3 
	208 
	235 
	193

	
	Error 
	-
	19.5% 
	11.8% 
	26.5% 
	3.8%



· Table 5
 shows that the harmonic mean yields better agreement with the anisotropic solutions, especially in the case of a high heat transfer coefficient.

· A technical article summarizing this work is currently being prepared [4].
Develop first order metamodel for mold-filling predictions using 1-gate and 2-gate injection molding simulations

· Using injection molding fill simulations from Moldflow, metamodels were developed to predict the filled volume percentage of heat exchanger plate-fin geometries, assuming that one or two gates can be used for injection.
· The metamodels are functions of four geometrical variables in a carefully chosen design space. For these metamodels, a nylon 12/carbon fiber composite was chosen to represent thermally enhanced materials that are difficult to mold.
· The results from the metamodels (Figure 15) reveal regions of infeasible plate-fin designs.
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	Figure 15 Filled mold volume as a function of (a) Base Length, L; (b) Base Thickness, t​b; (c) Fin Spacing, S; (d) Fin Thickness, t.

(t = 2 mm, S = 10 mm, Max. Inj. Pressure = 180 MPa, Melt Temperature = 277C, Single Gate)


Integrate the metamodel in the design process of a modular heat exchanger 

· Mold-fill metamodels can be integrated into a heat exchanger design model that accounts for heat transfer performance, pumping cost, molding cost, and assembly costs.  
· By adopting well known models, individual parametric models were developed to describe how heat transfer performance, pumping power, molding cost, and assembly cost varies as a function of the geometric parameters of the heat exchanger.  
· Putting all cost components together, an overall heat exchanger cost can be written as: 

	[image: image82.png]ng T Crarerial T Coroducrion T Cossembly T Coumping T Coenalry





	(2)



where a cost penalty is applied to infeasible designs identified by the metamodel. 

· A plate-fin design that yields a minimum cost can be found using hierarchical search algorithms within the design space. The figure below shows plots of the different cost components as functions of the design variables.
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Figure 16. Cost components of a 100 kW seawater-methane heat exchanger as functions of (a) Base Length, L; (b) Base Thickness, tb; (c) Fin Spacing, S; (c) Fin Thickness, t. 

· A journal article describing this work is currently being prepared [5].
Investigate the mechanical and surface effects of immersing polymer composites in fresh and salt-water

· Polymer dogbone samples, made of unreinforced PA12 and carbon-fiber-filled PA12, were placed in water tanks. The water was kept at three temperature levels (40C, 50C, and 60C) and at two salinity levels (freshwater and 45g/kg), adding up to six different conditions. Figure 17 below shows the experimental setup, with heaters placed inside the water tanks and pumps circulating the water to avoid temperature and salinity stratification.
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	Figure 17. Hygrothermal aging experimental setup.


· The samples were left in the tanks until 99% of the equilibrium moisture content had diffused into the samples. Afterwards, three tests were performed: moisture absorption measurement through sample weighing, surface imaging, and tensile testing.

· The experimental data is being examined in detail; however, some early findings are:

· As the water temperature increased from 40C to 60C, the ultimate tensile strength of the unreinforced nylon samples decreased. The composite ultimate strength and unreinforced nylon yield strength did not change.

· As the water temperature increased from 40C to 60C, the equilibrium moisture content did not increase or decrease significantly in either material. 

· The addition of the salt to the water had no significant effect on the tensile strength or equilibrium moisture content of either material. 

· The composite material absorbed only 40% as much moisture as the unreinforced nylon. 

4. Difficulties Encountered/Overcome

None to report.

5. Planned Project Activities for the Next Quarter

· Continue development of predictive models for anisotropic heat exchanger modules.

· Evaluate fiber orientation predictions made by Moldflow (to be performed by Ahmed Khalil, a student from The Petroleum Institute, currently at Maryland for an internship).

· Repeat the hygrothermal experiments with a larger sample size and test at a broader range of temperatures.

· Build upon the current first-order metamodels to develop improved mold-filling  metamodels.

· Perform on-site assessment at ADGAS (Das Island) on potential polymer heat exchanger usage.

· Assess polymer heat exchanger usage at GASCO - HABSHAN and/or BAB facilities.

Appendix

Goals

The goal of the proposed 3-year EERC II polymer composite heat exchanger (PCHX) project is to develop the science and technology needed to underpin the systematic design of polymer-fiber composite heat exchanger modules that address the needs of the fossil fuel industry. The project team, lead by A. Bar-Cohen, brings together expertise in thermal science and technology (Bar-Cohen, Rodgers) with polymer composite molding and manufacturing (Gupta, Bigio). Design studies and molding simulations, as well as fabrication and testing of laboratory-scale polymer composite heat exchangers, during the first phase of this project, have provided the foundation for aggressive pursuit of such polymer composite heat exchangers. 

Successful development of cost-effective, high-performance PCHX’s will require a detailed understanding of the limitations imposed on the thermal performance, mechanical integrity, and cost of such heat exchange devices by the candidate polymer material; carbon fiber geometry, orientation, and concentration; thermal and mechanical anisotropy of the polymer-fiber composite; molding processes; thermal and structural failure mechanisms in the molded heat exchanger; and the energy investment in the fabrication and formation of the heat exchangers. The development and validation, both experimental as well as numerical, of a multi-disciplinary computerized design methodology, along with the fabrication and testing of scaled polymer heat exchanger modules, will provide a unique knowledge-base from which low-life-cycle-cost heat exchange systems for the petroleum and gas industries could be developed. 

Project Tasks

A. Thermal Design and Characterization of Polymer Composite Heat Exchanger Module (Prof. Avram Bar-Cohen - UMD, Prof. Peter Rodgers - PI)

1. Design and thermofluid evaluation of PHX concepts for LNG applications, including sensitivity of thermal performance to key parameters, quantification of primary thermal and exergy figures-of-merit (metrics), comparison to conventional heat exchangers, and identification of least-mass/least-energy designs; 

2. Detailed design, fabrication, and thermal characterization of least-energy PCHX module, including mold fabrication for the most promising design, assembly and instrumentation of laboratory prototype, analysis of thermal and structural performance under simulated LNG processing conditions;    

3. Development of predictive models for anisotropic heat exchanger modules, including use of molding CFD software for prediction of fiber orientation and effective thermal/ structural properties, numerical and analytical models for molded anisotropic fins, derivation of least-material anisotropic fin equations, determination of heat flow sensitivity to fiber geometry/concentration/orientation; 

4. Evaluation of convective enhancement features in molded  channels, including identification of “best practices” in conventional heat exchangers, manufacturability analysis of candidate features with attention to mold complexity, part ejection, and warpage, polymer composite molding of 3-5 candidate enhanced channels; thermofluid characterization of candidate enhanced channels under simulated LNG processing conditions; and 

5. Determination of seawater effects on polymer composite finned plates, including design and molding of test samples, immersion in saltwater tanks at different temperatures and concentrations for pre-determined periods, surface/bulk imaging and mechanical characterization before and after immersion, analysis and correlation of effects.  

B. Manufacturability Analysis and Mold Design for Polymer Composite Heat Exchanger Module (Prof. SK Gupta – UMD):

1. Development of an improved meta-model for mold filling predictions:  We plan to develop an improved metamodel for predicting mold filling for typical heat exchanger geometries. This metamodel will account for multiple gates with adjustable spacing. The data for developing this metamodel will be generated using mold flow simulations. We plan to utilize radial basis function-based metamodels to provide the right balance of accuracy and computational speed. 

2 Creation of a computational framework for gate placement to optimize fiber orientation: We plan to develop a computational framework for placing gates to optimize the fiber orientation, utilizing simulated fiber orientations to select the gates. The sensitivity of the gate locations on fiber orientation will be developed. Gradient-based optimization techniques will be used to optimize the fiber orientation. The optimization problem will incorporate the constraint satisfaction formulation of the weld-line locations to ensure that the fiber orientation formulation produces acceptable weld-lines. 

3. Generation of insert molding process models to incorporate connectors at the weld-lines: In order to ensure that the weld lines do not compromise the structural integrity, we plan to embed metal connectors at the expected weld-lines locations. In order to accurately place these metal connectors in the structures, we plan to develop process models of the insert molding process and mold design templates for performing insert molding.  

C. Polymer-Fiber Interactions in Polymer Composite Heat Exchanger Modules (Prof. David Bigio):

1. Develop key relationships for the dependence of fiber orientation on the flow geometry of the finned-plate PCHX module, in commercially available polymer composites, including the effect of carbon fiber length and diameter, for high and low fiber concentrations, for both base-plates and fin passages in the mold, and the effect of fiber orientation/distribution on thermo-mechanical properties; verify relationships with suitable small scale experiments; 

2. Determine achievable thermo-mechanical property enhancement through control of carbon fiber orientation in the commercially available polymer composites, with attention to flow regimes, mixing processes in the flow of the melt, and heat exchanger module design, and verify experimentally;   

3. Explore optimization of PCHX polymer composite properties through the creation of novel polymer composite compositions, including multi-scale filler geometries; develop the molding methods for the desired geometries; create the novel composites; and experimentally verify improved thermo-mechanical polymer composite properties. 
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Study on Microchannel-Based Absorber/Stripper and Electrostatic Precipitators for CO2 Separation from Flue Gas
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1.
Objective/Abstract

This project is focused on the development of a high-efficiency CO2 separation process from flue gas flow. The project addresses three stages of the separation process: cooling down the flue gas, separating the solid particles and condensed water droplets, and separating the CO2 using the absorption process. A microchannel CO2 separator developed in this project will significantly increase the efficiency of the separation process while decreasing the energy consumption involved. Moreover, using such technology will lead to a reduction of equipment size and, therefore, minimize the footprint and cost of the equipment. 

Flue gas also usually contains many contaminants in solid and liquid forms. The bulk of them are separated in gravity and inertia-driven feed gas separators. However, fine particles are carried on with the flow and can damage compressors, contaminate the gas absorption process, and reduce the quality of gas products. Currently, electrostatic separation is the most effective technique for separation of those particles and will be used in this project.  The current stage of this study intends to address separation of droplets and particles using a EHD gas-liquid separation technique to remove conductive and nonconductive liquid particles suspended in a moving gaseous medium. 

 
2.
Milestones/Deliverables Scheduled for the Completed Quarter
 
· Continue to improve efficiency of the EHD separator for the fine liquid and solid particles
· Visualization study of liquid and solid particle migration in the electrical field
 

3.
Summary of Project Activities for the Completed Quarter
 
Introduction
Based on the literature review and results of early experimental work conducted during the EERC first phase, EHD separation shows good potential for CO2 removal from flue gas. The EHD mechanism will be combined with microchannel adsorption technology for further enhancement. First, EHD separation will be used to remove ashes, smoke and particles of matter from flue gas. Then the flue gas will undergo the second-stage separation process of separating CO2 from the flue gas.
 
 The following report will focus on the design and manufacture of a new EHD separator and test setup. The first testing will focus removing water droplets from air to test the performance of the separator.
 
UMD-Side Participation
Separator Design 
The separator design will be constructed of seven channels (tubes). Each channel is made out of a copper perforated tube, which is the collector electrode (grounded) (Figure 1). The reason we chose the perforated tube is to eliminate re-entrainment of separated particles back to the flow stream. Each tube has a length of 25 cm and diameter of 2.0 cm. 
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Figure 1. Collector electrodes.
 
In the center of each tube, a very thin wire is mounted in the center to work as the emitter electrode (charged). The diameter of wire is 0.25 mm and plated with gold. All the discharge wires will be connected to a high-voltage power supply. Figure 2 shows a schematic of the separator design.
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Figure 2. Separator schematic. 
The perforated tubes are mounted with each other using two flanges. Then a porous media was wrapped around each tube to further limit particle re-entrainment, as shown in Figure 3.
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Figure 3. Mounting of collector tubes.
 
The emitter electrodes were mounted using two rings made out of fiber and epoxy, shown in Figure 4. With this mechanism, the wires will be stretched through the perforated tubes while eliminating the contact surface between the two electrodes. This will eliminate voltage breakdown through testing.
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Figure 4. Mounting of emitter electrodes.
 
Figure 5 shows the first-generation prototype of the separator.
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Fig 5. First-generation EHD separator.
 
Test Setup Design
The main components of the test setup consist of a blower, evaporator, water-droplet generation unit and EHD separator. The loop is a closed loop, as shown in Figure 6.
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Figure 6. Schematic of test setup.
 
 
 
The temperature is monitored at different points of the loop and is measured using thermocouples (T-type). The pressure drop is measured through the separator using pressure transducers. The humidity is measured with a humidity sensor right after the flow meter. The velocity is measured using an air velocity transmitter (AVT).  Particle concentration is measured at the inlet and outlet of separator to quantify the performance and efficiency of the separator. The high voltage is supplied by a high voltage power supply (negative and positive poles).
 
A water-droplet generation unit was designed using ultrasonic generator (Fig 7). Since it is necessary to maintain a constant water level, a water pump circulates water in the unit.
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Figure 7. Water generation unit.
 
The test setup design is shown in Fig 8. The air comes from the blower to the flow meter. The temperature, humidity and velocity are measured after the flow meter. Then the flow goes into a heat exchanger to control the air temperature. After that, air goes into water droplet generation unit and carries water droplets to the separator. Then the air-water mixture goes to a secondary filter and then back to the blower.
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Figure 8. Test setup.
 
 
 
 
PI-Side Participation
 
Visualization Study and Velocimetry 
 
A preliminary experimental investigation was conducted to study the velocity of water droplets under influence of the electrohydrodynamic force using laser doppler velocimetry technique. The experimental setup and a schematic of measurement geometry are shown in Figure 9. The experimental setup consists of a ultrasonic water droplet generator, water container, a sharp needle as the emitter electrode, a semi-cylindrical metal plate as the collector electrode, high voltage DC power supply, a fan, and an LDV velocimetery system.  As shown in Figure 9, the vertical velocity profile is obtained along horizontal x-axis.
 
  
 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. Velocity measurement using LDV system.
In Figure 10, the laser beam and its position respective to the needle electrode are shown.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. LDV laser beam.
 
In this experiment the applied voltage was 12 kV and the measured current was 0.2 mA. The preliminary result of velocity measurement along x-axis with and without EHD is shown in Figure 11.  
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Figure 11. Velocity of water droplets along x-axis with and without EHD.
 
 
 
From this measurement the following observations can be made:
 
· EHD does not affect the average velocity. 

· The number of particles for velocity measurement is less when EHD is on. 

· (EHD Off = 98% validation – EHD On = 50-60% validation) 

· The magnitude of vertical velocity becomes higher near the wall when EHD is on (at 0<x<10 mm). 

· EHD has strong influence on the boundary layer near the dark wall (near x=3 mm) 
4.
Difficulties Encountered/Overcome
 
Some challenges in the design of the gas-and-conductive liquid separator can be identified as: 
· Prevention of charge leakages and/or shortages due to the conductive nature of fluid
· Control of collected water and design of an effective drainage system
· Power supply design and control mechanisms
 

5.
Planned Project Activities for the Next Quarter
 
· Test air-water separator with flow rate, temperature water concentration
· Continue the visualization study of liquid and solid particle migration in the electrical field 
· Analyze heat transfer and particle fouling of flue gas cooling equipment
 
Appendix
 
Justification and Background
 

The development of environmentally friendly processes in industry is a major task that must be achieved. One way to approach a cleaner environment is capturing or minimizing harmful gas components before releasing them to the atmosphere. One of the main harmful gases is CO2 since it is considered one of the main gases that participate directly in global warming. Due to the necessity of developing a more efficient way to capture CO2, scientific research in this area has expanded with the support from governmental and industrial sectors. ADNOC has adopted an environmentally friendly policy and has approached it via many plans including “zero-flare” policy, acquiring more energy efficient process, and the agreement signed recently with MASDAR to develop CO2 capture technology. CO2 separated from flue gases will be re-injected into oil wells, increasing oil production.

 

The process of separating CO2 from flue gases includes the following processes: cooling down flue gases containing solid particles; separating solid particles and condensed water droplets; separating CO2 from dry and clean flue gas. There are many techniques that are used to remove CO2 from flue gas, including absorption, adsorption, cryogenic distillation, and membrane diffusion. 

 

In the CO2 absorption method, a solvent is used (amine) to dissolve one component (CO2) over another depending on the chemical properties of both the solvent and CO2. The solvent might be liquid or solid depending on the concentration of CO2 in the gas. In this process, the flue gas first goes to a chamber to react with amine and separate CO2. The conditions for such process should be low temperature and high pressure. Then the clean flue gas is released to air, while the CO2-rich solution goes into another process to regenerate amine. Since amine solvent is very expensive, a new technology to reduce the amount of used amine and /or to increase the separation efficiency is favorable. Microchannel technology can potentially reduce in two orders of magnitude the size of the CO2 capture equipment, the amount of amines used, and the volume of gas involved in processing. The cost of the equipment and its energy consumption can be significantly reduced, while the controllability of its operation can be radically increased.  

 

Feed gas also usually contains many contaminants in solid and liquid forms. The bulk of them are separated in gravity and inertia-driven feed gas separators. However, fine particles are carried on with the flow and can damage compressors, contaminate gas-processing equipment and reduce the quality of gas products. Currently, electrostatic separation is the most effective technique for separation of those particles and will be used in this project.   

 
Approach:

UMD-side participation:
1. Investigate heat transfer of particle-contaminated flue gas

2. Continue improving efficiency of EHD separator for the fine liquid and solid particles.

3. Analyze mixing in microchannels and the possibility of using it in the CO2 separation from flue gas.

4. Develop a laboratory-scale microchannel absorber and desorber for CO2 separation.

1. Develop recommendations for a full CO2 separation cycle.  

5. Technology demonstration unit design, fabrication and testing – Work will be conducted in Phase II of the project and will be combined with the PI’s personal participation and input from ADNOC personnel.      
PI-side participation: 
1. Visualization study of liquid and solid particle migration in the electrical field.

2. Visualization study of absorption and desorption in microchannels.

3. Input in the separation equipment design.

4. Combined PI/UMD testing of the developed separation equipment

5. Demonstration of separation equipment to ADNOC representatives

6. Preparation of final project report and recommendations
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1.
Objective/Abstract

 
Compared to conventional gas and oil processing reactors, microreactors are often two order magnitudes smaller, provide much tighter reaction control, increase product quality and output, and significantly decrease energy consumption. However, despite their outstanding performance and overwhelming advantages, microreactors occupy only a small part of the gas and oil processing market. One of the reasons for this is the absence of adequate, cost effective microreactor fabrication technology.     

 
2.
Milestones/Deliverables Scheduled for the Completed Quarter
 
· Literature survey underway
· Begin microchannel mixing visualization

 

3.
Summary of Project Activities for the Completed Quarter
 
· Literature Survey
 
Microreactors show great promise in reducing capital costs for new plant construction, in increasing operational safety, in providing increased control over chemical processes and reactions, in reducing the energy throughput required for a given product, and in reducing the time required for a given amount of output.  Wiles et al., for example, demonstrated a 20-minute reaction with a microreactor which would have taken 24 hours on the macro-scale [7].  However, in microreactors the speed of the reaction is controlled by the rate of mixing of the system: that is to say, by the diffusion rate between the two fluid streams.  This makes the most important part of a microreactor the micromixer, which can be classified into active micromixers and passive micromixers.  The difference between active and passive micromixers is the source of the energy to create the mixing.  In an active micromixer, the energy comes from some external stimulus, whereas in a passive micromixer, the energy is garnered from the fluid flow itself.  This means that passive micromixers must be very carefully designed in terms of their physical construction in order to make proper use of the energy contained in the fluid flow.  As of 2008, this mixing could occur very quickly, in as little as 100 microseconds, with the transfer coefficients in the range of 25kW/m², K [7].

Engler et al. worked on T-mixers, determining the intermixing criteria at which the counter flow at the base becomes asymmetric.  As can be seen in Figure 1, there is a definitive switch in flow characteristics at the two-flow interface as the flow increases.
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Figure 1. Simulated streamlines facing down the converging tube of a T-mixer. [3]
In the case of Engler et al.'s experimental setup, these differences could be seen when the flows increased from 160g/h to 252g/h.  The pressure drop radically increased with increases in the Reynolds number; however, the mixing efficiency increased under the same conditions. [3].  Bertsch et al. used stereo microlithography, originally a technology developed for rapid prototyping, to construct small Y-micromixers with elements internal to the flow channels.  Their results qualitatively showed good mixing, but lacked much quantitative substance [1].  Likewise, Mansur et al. conducted a numerical study on the prospects of a single T- vs. double T-mixer.  They found that the double performed 2.5 times better than the single [7].

 

Another process suitable for micromixing is to increase the interfacial area available for diffusion by creating multiple micro-lamellae within the flow via some configuration of mixer structure or multiple injection points.  Hardt and Schofeld et al. have confirmed that running a flow of micro-lamellae through a decreasing cross-sectional area will result in an increase in interfacial area, which in turn, of course, results in an increase in the mixing rate and efficiency.  They also performed work on a cyclone mixer, which takes advantage of this effect by injecting several small lamellae into a circular mixer and drawing the flow out through the center of the mixer, a process which forces the lamellae through continuously smaller cross sectional areas.  CFD performed on this type of mixer correlated well with real world results (see Figure 2.)  [4].
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Figure 2.  Flow patterns in a cyclonic micromixer.  CFD simulations are shown on the left side and experimentation in glass cyclonic micromixers.  [4]

 

Cha et al. [2] examined a type of split-and-recombine micromixer, which they called a chessboard mixer.  Their reaction was a mixture of sodium hydroxide and phenolphthalein, which was used to indicate the pH of the mixture.  To measure the color intensity of the fluids passing through their microchannel they made use of an inverted-type microscope.  Cha et al.'s chessboard micromixer can be seen in Figure 3.
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Figure 3.  Schematic diagram of the chessboard mixer in an assembly and a component view.  [2]

For their experimentation they used a single-dimension version of their mixer rather than a three-dimensional version for ease of manufacture.  Their mixer was formed with a silicon edged mold using PDMS, which was subsequently cured at 120° C and then capped after an O2 plasma treatment.  Simulations of the system found that a 90% mixing efficiency should be achieved after six iterations all of their geometry.  Experimentation more or less confirmed this; however, they were unable to pass a 95% efficiency barrier regardless of the length of individual stages used or the number of states used [2].

 

Microchannels have distinct advantages relative to other types of micromixers, the most obvious of which is that they are easy to make and can be constructed in a single plane [5]. Different constructions of microchannels accordingly have been tested in an attempt to manufacture an effective means of mixing with a microchannel. Much of this work has focused upon creation of vortices within the laminar flow found in microchannels, an imposition of a phenomenon generally associated with turbulent flows.  Changing the position of a vortex within the flow is documented as inducing chaos in the flows, which can increase mixing  [5].  Aubin et al. used numerical methods as a means to document the appearance of these vortices within microchannels with staggered herringbone mixers (SHM) [4].  (See Figures 4a - 4k.) 
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Figure 4a - 4k. Simulation of the development of vortices within a staggered herringbone mixer and a typical layout for a SHM.  [4]

 

Pressure drops within microchannels have traditionally been problematic.  Xu et al. determined a metric that relates the characteristics of the fluid, the channel, and the Prandtl number and can be used to determine whether the flow will suffer significant viscous effects.  Qualitatively, they demonstrated that decreases in the hydraulic diameter decreased the viscous dissipation as the velocity gradient became steeper [11].
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Figure 5. Two types of grooves in a microchannel to provide transverse velocity components to the flows.  The upper channel has simply slanted grooves and the lower channel has SHM.  [9]

Stroock et al. proposed and examined the impact of staggered herringbone mixers (SHM) within microchannels.  These formations within a microchannel (see Figure 5) are used to impose a transverse velocity within an otherwise axial flow.  To do the experimental analysis, they used digital photographs and analyzed the pixels in the grayscale photographs to determine the standard deviation of the black and white pixels relative to other pixels near that given pixel.  They found that the mixing efficiency of a SHM was dependent upon two primary variables: the asymmetry and the amplitude of the transverse rotation per half cycle of the SHM.  It was found that as the asymmetry factor or the amplitude of the rotation approached ½ or 0, respectively, the flow became non-chaotic.  Alternatively, as the asymmetry factor approached 2/3 and the amplitude of the transverse rotation approached 60° the amount of cross sectional area involved was maximized.  They were able to develop a basic criterion for the length of a generic reaction and microchannel such that 90% of the mixing was completed.  It was found that this length is approximately proportional to the natural logarithm of the Peclet number for chaotic flows.  It was also found that the SHM greatly improves the mixing qualities relative to a normal microchannel.  The SHM reduced the mixing the length from over 100 cm to approximately 1 cm in their experiments.  Additionally, the SHM showed its flexibility by allowing the Peclet number two to increase by a factor of 500 with any corresponding increase in mixing length of only three times the original length.  Moreover, the system created a better pulse of concentration corresponding to a low residence time within in the micromixers [9].

 

Other examinations of different sorts of channel wall deformations have been performed in an attempt to determine their effect on axial flow patterns.  Wang et al. conducted numerical studies on channels 300 micrometers wide, 100 micrometers deep, and 1.2-2.0 mm long.  They created an obstacle in their simulations 60 micrometers high.  Their results showed no recirculation or eddies at low Reynolds numbers [7].  Likewise, Lin et al.  examined the effect that J baffles with a microchannel have on the mixing efficiency, finding that efficiency increases between 1.2 and 2.2 times [7].

 

Mengeand et al. [8] formed a numerical method for analysis of what they called a zigzag channel.  To begin their numerical simulation they made several boundary conditions and some simplifying assumptions.  First, they assumed that concentration and viscosity within the flows were independent of one another.  Second, they assumed that the walls of the channel were smooth.  Third, they neglected the wall capillary forces.  The model which they then used was Flux Export with a 100micrometer wide channel under the following equations:
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where V is the velocity vector; p, the pressure; µ the dynamic viscosity of the fluid; C, the concentration and D, the molecular diffusion coefficient of the species.

Specifically, the effect of removing the corners of the zigzag was examined.  Speeds from the range of 0.001 to 1 meters per second were checked.  As the ratio between the channel width and the distance between the zigzags increased from 1 to 4, the mixing efficiency increased; however the study did not display an obvious optimization point.  In Figure 6, iso-velocity contours overlaid upon the geometry can be seen.  As the outside walls of the knees see a lowered velocity, it stands to reason that they cause a substantial quantity of the mixing [8].
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Figure 6. Iso-velocity contours in a zigzag channel of ratio 4 with a Re of 33.3.  [8] 

 

In Menegeand et al.'s work, no vorticity is immediately evident, but it is not clear whether the authors attempted to address this in their models or not.  In favor of the system's flexibility, as the Reynolds number varied ,for Reynolds numbers less than 10 no significant variation in the mixing efficiency was seen.  Increasing the Reynolds number above 10 resulted in significant increases in the mixing efficiency; however this can be expected to result in similar significant increases in pressure drop.  Aside from pressure drop, the other major difficulty acknowledged by the authors lay in the construction of the specific geometries used for the study at the scales required for micromixers [8].

 

Along the lines of the zigzag mixer, Jiang et al. worked with a curved mixer rather than the linear construction used by Mengeand et al.  Their experiments centered on the mixing between iron (III) nitrate and sodium-rhodanide, which, when mixed, form a red color.  Of specific concern to the researchers was the Dean number, K, defined as Re*(d/R) ^ (½) where d is the hydraulic diameter and R is the radius of the curve.  Experimentation was done with a 1 mm-square microchannel, a radius of 1 mm, a channel 322 mm long, with 20 ¾-circular segments laid one against the other, while using an examination of the flow's color as a means to evaluate the concentration of the mixed flow.  Ghia and Sokhey demonstrated that there is a transition in this sort of flow wherein the non-axial components transition from forming two vortices, symmetric about the center plane, to forming four asymmetric vortices at a Dean number of 143.  This change in the secondary flow characteristics drives the mixing away from simple dispersion and into a more rapid mixing system.  Jiang et al.'s experiments confirmed that this transition occurs by a Dean number of 150 and that a knee in the mixing efficiency relative to the Dean number occurs at a Dean number of about 140.  For Dean numbers greater than 140, Jiang et al. found that mixing times of less than 50 ms were possible.  

 

This introduces the question of the mixing time relative to the residence time.  Jiang et al. found that when the Dean number increases because of velocity growth, in spite of the overall decrease in RTD, the twisting channel provides a better mixing efficiency.  Additionally, as the fluid moves through consecutive curves, the distribution of the residence time becomes tighter and tighter; i.e., the time from the first particle of a sample passing through an internal channel plane to the time for a given percentage of the sample particles to pass through the plane grows shorter as the fluid proceeds through curves.

 

The rationale behind inducing the vortices that a curved or zigzag channel is designed to create is that their effectiveness occurs as they increase in the interfacial area.  Since this interfacial area is increased, the diffusive results can dominate any numerical simulation.  To combat this, when Jiang et al. performed a numerical simulation of their system, they used Lagrangian tracing of particles rather than an Euler numerical method, for computation of the flow characteristics [5].

 
Microreactors must also be able to contain catalytic components in order to span the full range of reactions.  Methods have been developed, especially in the realm of microchannels, which make this challenge easier to meet with traditional etching methods.  Karnik et al. developed a means of including two different catalysts within the microchannel for the purposes of steam methanol reforming for a fuel cell.  Their final setup consisted of an inlaid set of copper catalysts reinforced by aluminum and spun on glass alongside a palladium catalyst and a silicon wafer (see Figure 7.)  The copper catalyst channel walls were perforated to allow fluid flow through them.  To create the reactor, they first deposited silicon nitride by PECVD on to one side of a silicon wafer.  Copper and aluminum was then sputtered onto the front of the wafer with the aluminum added for strength.  Using photolithography, holes were etched to the copper and aluminum, and the front of the wafer was planarized with 400 nm of spin on glass.  Aluminum and then palladium were sputtered onto the front of the wafer.  Photolithography was then used on the back of the wafer to create the channel pattern, and silicon nitride was etched away from the back using plasma etching.  KOH then allowed etching to the opposite side's silicon nitride base, and plasma was reapplied, leaving just the channels.  This method allows for resistive heaters and sensors to be placed within the channel system fairly easily.  Testing of the system after construction showed that it stood up to at least 10psi of pressure differential. [6].
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Figure 7. Microchannel catalytic construction designed for two forms of catalysis in order to reform fossil fuels to H2 fuel streams for a vehicular application of fuel cells.  [6]

 

In conclusion, it is apparent that the structure of a microreactor need not be constrained by T-mixers in order to ensure appropriate mixing or catalytic insertion for chemical reactions.  Microchannels have been investigated for heat transfer capability as well as the micromixing and catalytic capacities indicated in this work.  It stands to reason, then, that appropriate configurations of microchannel geometry will be able to perform these three functions of a microreactor simultaneously.  The majority of research found so far which uses microchannels in a microreactor configuration have been centered on steam reformation of fossil fuels in order to make possible miniaturization of on-board steam reformers for direct fossil fuel-to-hydrogen formation for fuel cell-powered vehicles.  Additional research should be considered as a means to develop more microreactors for sets of reactions that are more generic and applicable to the current industry.

 
 
4.
Difficulties Encountered/Overcome
 
Some challenges anticipated in the examination of microchannel mixing can be identified as: 
· Developing a non-intrusive means of quantitative measurement of flow mixing characteristics
· Design of a channel system with appropriate interest
 
5.
Planned Project Activities for the Next Quarter
 
· Construct a single channel mixer and begin flow visualization of mixing.
· Continuing the work on literature survey to examine other’s work.
 
 

Appendix
 
Justification and Background
 

Microreactors form a basis for the potential future downscaling of existing chemical processes, allowing tremendous reductions in capital and operating cost.  They provide finer control of conditions, allow for faster process times, and improve safety in operation.  Also, they should not encounter a significant problem scaling from laboratory-sized systems to commercial-sized systems, since their operating principle will simply allow them to be stacked together modularly.

 

Of critical importance to the microreactors’ capability to make the jump into industrial applications is the mixing efficiency, which controls the reaction rates and the yield expected from a reactor.  Due to the scale of the systems, laminar flow is almost always encountered, which means that the vortices typically associated with turbulent flow are often missing.  Instilling vortices into the flows to encourage mixing is accordingly a matter of construction of mixer channels.

 
Approach
 
· Literature survey of the microreactor technologies as well as microchannel fabrication technologies. 

· Selection of the target process for realization in microreactors with maximum benefit.  

· Selection of microchannel fabrication technology suitable for microchannel mass production.  

· Design and fabrication of a microreactor using microchannel fabricating technology suitable for mass production.  

· Microreactor demonstration.  

 

 
Two-Year Schedule

 

Year 1: 

· Conduct literature review to study current technologies for micoreactors, micromixers, and incorporation of catalysts into microreaction technology.
· Evaluate existing microchannel formation techniques and their applications to microreactor construction.
· Selection of the target process for realization in microreactors with maximum benefit to ADNOC.
· Selection of microchannel manufacturing process most suitable for mass production.
· Preparation of a microreactor testing facility.
· Visualization study of mixing in microchannels.

 

Year 2: 

· Continue selection of the target process for realization in microreactors with maximum benefit to ADNOC.

· Continue selection of microchannel manufacturing process most suitable for mass production.
· Continue visualization study of mixing in microchannels.

· Continue preparation of a microreactor testing facility.
· Design and fabricate microreactors using microchannel fabricating technology selected.
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1.
Objective/Abstract

 

The overall objective of this project is to develop a framework for integrating engineering and business decisions. Towards that objective, a Robust Decision Support System (RDSS) will be developed that can be used for multi-objective and multi-disciplinary optimization and sensitivity analysis, under uncertainty, of oil, gas and petrochemical systems. In this first quarter of Phase II, we have begun to set the groundwork for the proposed models and approaches. This includes a feasibility study on the effects of both engineering and business decisions under uncertainty. Our main achievement includes a better understanding of the issues at work related to the integration of business and engineering decisions. We have developed a simplified refinery supply chain problem and looked at ways to synchronize business and engineering decisions to optimize the refinery’s operations. A preliminary integration framework has been proposed and developed, and the elements in the business and engineering models and the interconnections between them have been identified.

 
2.
Deliverables for the Completed Quarter

 

· A preliminary investigation on combining business and engineering decisions based on a simple refinery case study model was conducted.

· The previously developed reactor-distillation model has been incorporated into the business integration framework.
·  An efficient Multi-Objective Robust Optimization (MORO) technique was applied to solve the reactor-distillation optimization problem in the engineering model. 
· A stochastic supply chain management problem for a refinery system has been defined and investigated using an agent-based simulation software NetlogoTM. 
· An initial set of key performance indicator candidates was selected and implemented in the model. 
· The Multi-objective Collaborative Robust Optimization (McRO) technique (ref. [13]) is proposed as an optimization solver for integrating business and engineering decisions.

· Four papers based on the collaboration were co-authored and will appear in publication outlets or are working papers under preparation. Among these papers, as listed below, Paper (a) is a publication from the results in Phase I, which finally appeared as a journal publication. Paper (b) is a Phase I to Phase II transition publication. The remaining papers are related to Phase II progress: 

a. Li, G., M. Li, S. Azarm, S. Al Hashimi, T. Al Ameri, and N. Al Qasas, 2009, “Improving Multi-Objective Genetic Algorithms with Adaptive Design of Experiments and Online Metamodeling,” Structural and Multidisciplinary Optimization, Vol. 37, No. 5, pp. 447-461.

b. Li, M., S. Azarm, N. Williams, S. Al Hashimi, A. Almansoori, and N. Al Qasas, “Integrated Multi-Objective Robust Optimization and Sensitivity Analysis with Irreducible and Reducible Interval Uncertainty,” Engineering Optimization (forthcoming). 

c. Hu, W., M. Li, S. Azarm, S. Al Hashimi, A. Almansoori, and N. Al Qasas, “On Improving Multi-Objective Robust Optimization Under Interval Uncertainty Using Worst Possible Point Constraint Cuts,” CD-ROM Proceedings of the ASME 2009 International Design Engineering Technical Conferences, Aug. 30 – Sep. 2, 2009, San Diego, CA, USA (forthcoming). (Also, under review/revisions in Journal of Mechanical Design.)

d. Kamaha, P., A. Almansoori, S. Al Hashimi, and P.K. Kannan, 2009, “Corporate Dashboards for Multi-Unit Firms: An Agent-Based Approach for Supply Chain Optimization” (working paper: under preparation).

 

3.
Summary of Project Activities for the Completed Quarter

 

· Teleconference meetings (via Windows Live Messenger) were held between UMD and PI  project collaborators on March 10th, April 16th, May 27th and June 10th. A summary of the highlights of minutes from these meetings is given below:

 

· The dates for the visits by UMD and PI faculty were firmed up for July: for a visit by the PI faculty (Prof. Almansoori) to UMD, and August: for a visit of by the UMD faculty (Profs. Azarm and Kannan) to PI.

 

· Research progress on integrating engineering and business decisions was presented which included some initial thoughts on corporate dashboard management for the oil companies and optimization of business decisions. 

 

· Some progress on a new multi-objective robust optimization technique with an application to operation optimization of a simple petrochemical system was discussed.

 

· Some details of refinery supply-chain, elements of the dashboard, including challenges with respect to the integration, were discussed. Research solutions for dealing with software running time for the business model and improving computational efficiency were proposed. 

 

· Business optimization settings and results were discussed, and feedback was given by the PI group. The Multi-objective Collaborative Robust Optimization technique for the integration framework of business and engineering decisions was presented. 

 

· Applicability of petrochemical software – Aspen HYSYS, to the refinery simulation model was discussed. 

 

· Integrating Engineering and Business Decisions
 

Managing a multi-unit firm involves making decisions that will have impacts across the firm and will affect the operations at every level of the company, whether at the engineering process level or business level. The objective is to show that even in the midst of fluctuating demand or uncertain engineering parameters, business and engineering departments can work as a team to achieve optimal operations and financial returns for the organization.

 

The investigation on integrating business and engineering decisions was demonstrated according to a simple refinery model defined in Figure 1. The business domain (purple and pink block) is in charge of the crude oil supply, distribution of intermediate products and sales of end product to the customers. The engineering domain (blue block) focuses on the control and operation of petrochemical units/equipments and the oil refining process. The business and engineering domains feed into each other in a loop through coupling/shared variables. We will show the details of such integration later in the report. Before that, it is necessary to understand the problem from both the business and engineering perspectives. 
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    Figure 1. The integrated business and engineering module in a refinery case study (See reference 11).

 

1. Business Perspective

. 

Multi-unit enterprises are defined as systems that are interconnected: (1) through the complementary product/service categories and markets they serve and (2) through a common ownership of the enterprises that renders the problem of overseeing/managing these enterprises as a whole a complex task. The need for greater manageability is coupled with pressures for financial success that forces managers at all levels to cooperate and continually look for optimum operating conditions. Unfortunately, due to the non-deterministic nature of the data typically available to managers, deterministic approaches cannot be used to obtain optimum operating conditions. Figure 2 is a graphical representation of the business problem. 
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Figure 2. Schematic for the business problem.

 

As depicted in Figure 2, the Firm, composed of many interacting units (Firm 1, Firm 2, …, Firm n) is serving a market with uncertain attributes such as demand. In this context, there are goals that must be met and are set by the corporate boards and passed on to management.  Management makes decisions accordingly and the impacts of these decisions can be tracked on a dashboard that consists of many key performance indicators and serves as a tool both for visualization and decision adjustments. Therefore, one specific research objective of the project is to understand how the selection of specific performance measures in dashboards impacts the decision quality in the context of integrated engineering and business settings. Such an understanding will provide clear guidelines at the multi-unit level through dashboards that will facilitate the management of complex systems and improve the understanding of these systems. 

 

The development of a dashboard has been started in the context of optimizing the supply chain management of a refinery through the use of simple agent-based simulation software NetlogoTM combined with an optimizer, moving away from other approaches that conduct optimization of the supply chain without market simulations. The optimization will be done in two steps: the first step is an internal understanding of business and market data as they relate to profit maximization. Profit maximization is done through optimum inventory management, optimum raw material input, and optimum product export policies. This is currently being achieved with two-way interactions between the refinery simulation software NetlogoTM and the optimizer (i.e., Matlab in this study). The output of the first step at this time is a primitive corporate dashboard and a vector quantity showing the optimum settings for a simplified refinery supply chain. Because the simulated plant profit is related to operational costs, two-way interactions between the engineering department and management will be embarked upon in the second step to ensure overall business control and optimality. The output of the second step is a final corporate dashboard that provides a control and decision support system. The work covered in this report is mostly based on the first step, and the second step is still under development. 

 

2. Engineering Perspective

 

In the engineering domain, we are considering a simple reactor and distillation process in which two distillation columns are used to separate phthalic anhydride and malice anhydride from un-reacted o-xylene after catalytic reaction in the reactor subsystem. The schematic of the system is shown in Figure 3. Raw materials including o-xylene and air are first combined with recycled o-xylene and then fed to the reactor. A switch condenser removes unwanted products, such as CO2, O2, and water. The product stream leaving the switch condenser contains phthalic anhydride, malice anhydride and un-reacted o-xylene, in which the first two products can be obtained after two-stage distillation. 
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Figure 3. The reactor-distillation system in the engineering model.
 

A Matlab-based reactor-distillation simulation model that was previously developed at PI is used as part of a demonstration model for engineering perspective. In this simulation model, the reactor and two distillation units are connected sequentially, forming a closed loop. This simulation model is linked with the Matlab-based optimization solver, as shown in Figure 4. The objectives of optimizing the reactor-distillation system are to maximize the purity of phthalic anhydride and malice anhydride, and to minimize the operating cost. However, as we maximize the purity of the distillation products, the operating cost will increase and vice versa. In other words, the reactor-distillation optimization problem involves at least two conflicting objectives. A general method of solving such problems is to apply multi-objective optimization techniques to obtain a set of trade-off (or Pareto) solutions. In our case study, a new Multi-Objective Robust Optimization (MORO) is applied to identify the optimal operating conditions such as the feed flow rate, reflux ratios, boil-up ratio and so on, as shown in Figure 4. Another advantage of employing the MORO technique is that uncertainties such as fluctuation in feed flow rate and temperature can be accounted for. 

.
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Figure 4. Optimization formulation for the reactor-distillation system.

 

3. Integration

 

To integrate decisions or solutions from the business and engineering domains of the refinery and consider uncertain inputs that may affect both engineering and business subsystems, we initially propose to use a collaborative optimization framework to coordinate the two domains. As we elaborate on the integration framework and our understanding of this integration framework enriches, our ultimate goal is to consider a Multi-objective collaborative Robust Optimization (McRO) problem, as shown in Figure 5. Details of setting up the preliminary integration framework and the solution approach will be presented in the next paragraph.
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Figure 5. The integrated framework and proposed solutions for optimization.

 

A preliminary collaborative optimization framework for the integration system is shown in Figure 6. The upper level is the business optimization problem and the lower level is the engineering optimization problem. Currently only a single objective has been considered at each level, and we assume that all variables and parameters in the system are deterministic. 
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Figure 6. A collaborative optimization framework for the integrated system.

 

The flow rate of naphtha is shared by business and engineering domains and is sent as a target variable to the lower level (engineering) optimization problem. In order that the shared flow rate from the business and engineering domain agree with each other, a small positive value “ε” is set on the right-hand side of the second constraint in engineering optimization, which specifies the difference between the target flow rate (Ft) and the local flow rate (F). This constraint ensures the consistency of this two-level problem. On the other hand, the optimal solution, i.e. operating cost from the engineering optimization, is returned to the business optimization as part of its objectives. In this way, the business and engineering optimization problems need to be solved concurrently until they converge. We plan to solve this problem in the next quarter and report on the results.

 

4.
Difficulties Encountered/Overcome

 

One challenge for implementing the proposed framework is that the computational cost of the optimization problem grows dramatically as the size of the business and engineering models grow: for example, as the number of subsystems increases or as the number of decision variables grows. To overcome this difficulty, an approximation-assisted, multi-objective, multi-disciplinary robust optimization approach will be developed, implemented and verified.

 

For the business aspect, one challenge we encountered was in implementing fluctuations in the model. For example, the current method of implementing fluctuations or uncertainty in the demand is by using normal distributions for individual customer consumption. This causes the aggregation of customers to have an average consumption for each demand cycle (planning horizon), so that in the long run the average profit would be just the same in the stochastic case as in the deterministic case. This is not realistic, as one would expect the profit to be higher under deterministic demand than in non-deterministic demand. One contingency method would be to make the mean of the normal distribution not be the same for each demand cycle but to randomly change it after each cycle. Another approach would be to use Netlogo’s built-in random functions to assign individual customer consumptions for each demand cycle. 

 

5.
Planned Project Activities for the Next Quarter
· Connect the business and engineering models using Matlab and implement the proposed collaborative optimization framework for single-objective deterministic problems. 
· Continue research on approximation-assisted optimization techniques and improving computational efficiency of MORO using approximation methods.
· Consider uncertainties in both business and engineering aspects and develop a preliminary robust integration framework for oil refinery systems.
· Devise a simple demonstration model for a plant analysis and optimization. 

· Study the impact of customer interaction on company performance.

· Investigate some initial metrics for Key Performance Indicators.

 

Appendix

 

Justification and Background

 

Many oil, gas and petrochemical systems involve numerous coupled subsystems. These systems and their subsystems usually have uncertain inputs and thus it can be difficult to make the “best” engineering and business decisions in terms of independent operations of these complex systems. It becomes even more difficult to make those decisions when the system consists of many units or plants producing different products. This difficulty presents an opportunity taken on in this project; a review of mainstream literature has revealed that previous models in management of petrochemical systems have been in majority based on either engineering or business decisions but not both. There is a significant gap in the literature as to how these two types of decisions should be devised and integrated. To address this important gap, the focus of this investigation is to develop an integrated robust decision support framework considering both engineering and business models under uncertain conditions. Our overall objective has several underlying research issues or objectives, including: (i) how to develop business models that include management decisions in a multi-unit organization and at the same time account for engineering aspects; (ii) how to determine the relative importance and effects of uncertain system and/or subsystem input parameters on subsystem and/or system outputs (e.g., system performance); (iii) defining a set of metrics, a dashboard, that will serve as a visualization tool to keep track of the company’s financial status and provide for easy communication between various levels in the company, and (iii) how to extend our current single-level robust optimization method to multi-subsystem problems and maintain reasonable computational complexity for the method. These underlying objectives will be organized into tasks throughout the time frame allocated to the project. The details of the tasks are explained in the next section. 

 

Approach

There are two main tasks in this investigation as detailed in the following. 

 

Task 1 (PI): 

Develop and implement engineering analysis models, in a Matlab (or Matlab compatible) environment, for a crude distillation unit case study model.  

 

· Task 1.1: Develop a multi-input multi-output analysis model for a representative petrochemical system with corresponding subsystem analysis models.  

· Task 1.2: Extend the analysis model in Task 1.1 to include: (i) additional complexity, (ii) subsystem details and uncertainty to include reasonable representation of engineering side of a plant. The ultimate goal is to develop an integrated multi-subsystem petrochemical analysis model for a plant or a group of units in a plant. 

 

Task 2 (UMD): 

Develop and implement a Robust Decision Support System (RDSS).

 

Engineering Tasks 

· Task 2.1: Develop a single level (all-at-once) approximation-assisted robust optimization technique that is able to significantly reduce the computational efforts of making robust decisions.

· Task 2.2: Demonstrate an application of the approach from Task 2.1 with a case study in petrochemical systems which will be developed by PI as a part of Task 1.

· Task 2.3: Develop an approximation assisted multi-objective multi-disciplinary robust optimization approach, which is an extension to Task 2.1. 

· Task 2.4: Demonstrate an application of the approach from Task 2.3 with a case study in petrochemical systems which will be developed by PI as part of Task 1.

 

Business Tasks

· Task 2.5: Develop  business models in Netlogo and solve a simplified refinery supply chain optimization problem with Matlab.
· Task 2.6: Develop a Dashboard and test the robustness and sensitivity of the Dashboard’s elements for the model in Task 2.5.
 

Integration Tasks

· Task 2.7: Inspect engineering and business problems to determine coupling variables between two problems. 

· Task 2.8: Integrate Tasks 2.1 to 2.4 with Tasks 2.5 to 2.6 to formulate a refinery optimization problem that considers both engineering and business objectives and constraints.

· Task 2.9: make the supply chain management problem more realistic by considering more decision levels, more finished products and a wider market, and by increasing the size of the refinery’s internal network and then repeat Task 2.8.
· Task 2.10: Verify and validate the integrated model.   
Key References

 

[1] Douglas, J.M., 1988, “Conceptual Design of Chemical Processes”, McGraw-Hill, New York, USA.

[2] Forbes, R.J., 1948, “Short History of the Art of Distillation”, Brill, Leiden, Holland. 

[3] Gargeya, V., 2005, “Plant Level Performance Measurement: An Exploratory Case Study of a Pharmaceutical Encapsulation Company”, Technovation, 25(12), 1457-1467. 
[4] Gattu, G., Palavajjhala, S., and Robertson, D. 2003, “Are Oil Refineries Ready for Non-Linear Control and Optimization?” International Symposium on Process Systems Engineering and Control, Mumbai, India.
[5] Grossmann, I. E., 2005, “Enterprise-Wide Optimization: A New Frontier in Process Systems Engineering,” AIChE Journal, 51(7), p. 1846-1857. 

[6] Halemane K. P., Grossmann I. E., 1983, “Optimal Process Design under Uncertainty,” AIChE Journal, 29(3), 425-433. 

[7] Inamdar, S. V., Gupta, S. K. and Saraf, D. N, 2004, “Multi-Objective Optimization of an Industrial Crude Distillation Unit Using the Elitist Non-Dominated Sorting Genetic Algorithm,” Chemical Engineering Research and Design, 82(5), 611-623.

[8] Jackson, J., Hofmann, J., Wassick, J.  and Grossmann, I., 2003,  “A nonlinear multi-period process optimization model for production planning in multi-plant facilities”,  Proceedings FOCAPO2003, 281-284..
[9] Janak, L., Lin, X. and Floudas, C. A., 2007, “A New Robust Optimization Approach for Scheduling Under Uncertainty: II. Uncertainty with Known Probability Distribution,” Computers and Chemical Engineering, 31(3), 171-195.

[10] Kaplan, R. and Norton, D., 1996, “Using the Balanced Scorecard As a Strategic Management System”, Harvard Business Review, 74(1), 75-85. 
[11] Kleijnen, J. and Smits, M., 2003, “Performance metrics in supply chain management”.  Journal of the Operational Research Society, 54(5), 507–514.
[12] Lin, X., Janak, S. L. and Floudas, C. A., 2004, “A New Robust Optimization Approach for Scheduling Under Uncertainty: I. Bounded Uncertainty,” Computers and Chemical Engineering, 28(6-7), 1069-1085.

[13] Li, M. and S. Azarm, 2008, “Multi-objective Collaborative Robust Optimization With Interval Uncertainty and Interdisciplinary Uncertainty Propagation,” Journal of Mechanical Design, 130(8), 081402.1-081402.11. 

[14] Micheletto, S. R., Carvalho, M. C. A. and Pinto, J. M., 2008, “Operational Optimization of the Utility System of an Oil Refinery,” Computers and Chemical Engineering, 32(1-2), 170-185.

[15] Netlogo, http://ccl.northwestern.edu/netlogo/ 
[16] Pinto, J., Joly, M. and Moro, L., 2000, “Planning and scheduling models for refinery operations”, Computers and Chemical Engineering, 24(9), 2259–2276. 
[17] Robins, J. and Wiersema, M., 1995, “A Resource-Based Approach to the Multi-business Firm: Empirical Analysis of Portfolio Interrelationships and Corporate Financial Performance”, Strategic Management Journal, 16(4), 277-299.
[18] Sahdev, M., Jain, K., Srivastava, P., “Petroleum Refinery Planning and optimization Using Linear Programming”, The Chemical Engineers' Resource Page, http://www.cheresources.com/refinery_planning_optimization.shtml
[19] Suresh, S. Pitty, Li, W., Adhitya, A., Srinivasan, R., Karimi, A., 2008, “Decision support for integrated refinery supply chains”, Computer and Chemical Engineering, 32, 2767–2786.
[20] Zhang, N. and Zhu, X., 2000, “A novel modeling and decomposition strategy for overall refinery optimization.” Computers and Chemical Engineering, 24(2), 1543- 1548.

 

 

 

 

Dynamics and Control of Drill Strings
UMD Investigator:  Balakumar Balachandran

PI Investigators:  Hamad Karki and Youssef Abdelmagid

GRA:  Chien-Min Liao (started in Spring 2007)

Start Date:  December 2006 (Phase I) and April 2009 (Phase II)

1. Objective/Abstract

Drill-string dynamics need to be better understood to understand drill-string failures, control drill- string motions, and steer them to their appropriate locations in oil wells.   Although a considerable amount of work has been carried out on understanding drill-string vibrations (for example, Leine and van Campen, 2002; Melakhessou et al., 2003; Spanos et al., 2003), the nonlinear dynamics of this system is only partially understood given that the drill string can undergo axial, torsional, and lateral vibrations, and operational difficulties include sticking, buckling, and fatiguing of strings.  In addition, the prior models focus on either bending or torsion or axial motions.  Hence, it is important to consider coupled axial-bending-torsion vibrations and contact instability in oil and gas well drilling.
The overall goal of the proposed research is to understand the nonlinear dynamics of the drill string and develop a control-theoretic framework for its stabilization, enabling energy efficient drilling with longer life spans for the equipment. Specific research objectives of this project are the following: i) building on Phase I efforts, develop and study control-oriented models for the drill strings through analytically and numerically methods, ii) investigate the control of an under-actuated nonlinear system (drill string) with complex interactions with the environment, and iii) use the drill-string test-beds constructed at the Petroleum Institute (PI) & the University of Maryland (UMD) to validate the analytical findings and suggest possible strategies to mitigate drill-string failures in fixed and floating platform environments. 

2. Approach

A combined analytical, numerical, and experimental approach is being pursued at the University of Maryland and the Petroleum Institute. Specifically, the drill string is being modeled as a reduced-order nonlinear dynamical system. Appropriate attention is also to be paid to the interactions with the environment. The experiments at UMD and PI are tailored to address specific aspects of the drill-string dynamics as well as complement each other.  Actuator and sensor choices are also to be explored to determine how best to control the system dynamics. The studies will be initiated with drill strings located on fixed platforms and later extended to systems located on floating platforms. 

3. Three-Year Schedule

Phase II:

January 1, 2009 to December 31, 2009:  Carry out quantitative comparisons between experimental results and predictions of reduced-order models for open-loop studies; understand stick-slip interactions and explore continuum mechanics based drill-string models for fixed platform environments and experimental results; examine different configurations including horizontal drilling.
January 1, 2010 to December 31, 2010: Construct control schemes; carry out experimental, analytical, and numerical studies; and identify appropriate schemes; study horizontal drilling configurations through experiments and analysis; initiate drill-string models for off-shore environments including floating platforms.
January 1, 2011 to December 31, 2011:  Carry out experiments, analysis, and numerical efforts with a focus on drill-string operations in off-shore environments.

4. Summary of Results

In the first quarter, a new reduced-order model formulation, referred to as the Hamiltonian formulation, has been constructed, and preliminary results have been obtained. This formulation allows for longer time-domain simulations compared to those realized with prior formulations, and this will be important to study the reliability of the system. Following the workshop at PI in Fall 2008, efforts on horizontal drilling have also been initiated. 

The rest of this section is organized as follows. In Section 4.1, the model development is presented along with the equilibrium point analysis.  In Section 4.2, results of numerical investigations are presented, and in Section 4.3, information for horizontal drilling and corresponding experimental setting are presented.

4.1 Two Forms of Governing Equations for the Drill-String System

Equations in terms of Hamiltonian quantities have been developed for the drill-string system, numerical simulations have been carried out with them, and the results obtained have been compared with those obtained previously with the formulation developed from Lagrange’s equations.  As before, four degrees of freedom (4DOF) were taken into account in developing the Hamiltonian model.  Equilibrium points for the two different forms of the governing equations were also obtained, compared, and discussed. One of the motivations for obtaining the equations in terms of Hamiltonian quantities is to better understand whether quantities such as the total system energy are better preserved during certain phases of motion, and the other motivation is to examine whether the equations of motion can be integrated for a longer period of time than what can currently be carried out with the equations derived from the Lagrangian of the system.  

4.1.1 System Description and Model Development

In Figure 4.1.1, the model to be used to develop the equations of motion is illustrated.  Here, ρ is the radial displacement, θ is the rotation of the first section, 
[image: image120.wmf] is the rotation due to the bending along the tangential direction, and α is the rotation angle of the second section. In addition, mb is the unbalanced mass located at a distance e from the axis of rotation of the second section. The second section is referred to as the rotor, while the first section is referred to as the stator in this report.

For this system, the kinetic energy can written as
[image: image121.wmf]
(1)
where the different inertia parameters are appropriately defined; the potential energy is constructed as
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Figure 1. Model schematic.
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where the different stiffness constants are also appropriately defined and λ  is a contact parameter.  λ is zero when there is no contact and λ =1 when there is contact.   The virtual work associated with the external forces and moments is given by 
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(3)  
4.1.2 Hamiltonian Form: Derivation of Equations of Motion 
In this section, a discussion on the derivation of the Hamiltonian equations is provided. 

i. Equations of Motion  
Making use of the Extended Hamilton’s principle, the governing equations of the system are obtained as shown below:
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where in Equation (4), 
[image: image126.wmf] represents the first derivative of lateral displacement, and in Equation (5), 
[image: image127.wmf]represents the first derivative of momentum associated with this degree of freedom.  The structure of the other equations also follows along similar lines.
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where 
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Equations (4) to (11) describe the time evolutions of the lateral displacement, angular position of the top disc, rotation displacement, angular position of the bottom disc, and their corresponding momenta.  These equations constitute the model in terms of the Hamiltonian quantities for the considered 4DOF model.

ii. Equilibrium Solutions of Hamiltonian Equations                                                                     

Setting all the time derivatives to zero in Equations (4) to (11), the equations governing the equilibrium solutions are obtained as 
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From Equations (13) to (20), it follows that the equilibrium solutions are as shown next:
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On simplifying and rewriting, the results are
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If there is no contact (i.e., 
[image: image153.wmf]), Equations (26) to (29) can be simplified as 
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which leads to the following equilibrium solution for the no-contact situation:
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4.1.3 Equations of Motion from the System Lagrangian
By making using of Equations (1) to (3), the equations of motion for the same drill-string system can be derived as given by the second-order system of Equations (30) to (33). Prior reports include the details of the corresponding derivation.
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For reference, the equilibrium solution obtained from Equations (30)-(33) is obtained as 

[image: image165.wmf]
which is in agreement with that obtained from the Hamiltonian model. 
4.2 Comparison of Numerical Simulation Results Obtained from the Two Models
In order to carry out the simulations, the parameters shown in Table 1 are used.  These parameter values correspond to those used by Melakhessou et al. (2003).  From results presented in previous reports, where the numerical results obtained through simulations of the equations obtained from the Lagrangian were presented, it is known that the initial lateral position 
[image: image166.wmf] and the friction 
Table 1.  Parameter values used for numerical simulations of 4DOF models. SI units are used. 
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coefficient
[image: image182.wmf] play an important role in determining the final system dynamics.  In the comparisons made in this section, the focus is on the lateral displacement of the rotor 
[image: image183.wmf] and the angular displacement 
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Case study: Initial Position Close to Edge (initial position, 
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I.  Comparison of Lateral Displacement Responses at Friction Coefficient
[image: image186.wmf]=0.1: 

The numerical results obtained through simulations of these two different models are presented in Figures 4.2.1 (a) and (b).  From Figures 4.2.1 (a) and (b), the time histories in lateral displacement of the two models indicate that the rotor is bumping forward and backward within the outer shell region. It is noted that the rotor crosses the boundary set by the outer shell more in the case of the system obtained from the Lagrangian, than that observed in the system cast in Hamiltonian form. This is evident when the rotor trajectory shown in Figure 4.2.3 is examined. 

The results obtained for the torsion displacement are presented in Figures 4.2.1 (c) and (d); it is seen that the time histories of the torsion displacement obtained from the two models do not match well. The peak value of the Lagrangian model is quite different from the one obtained from the   Hamiltonian model.  Both models are seen to capture the sudden changes in the torsion responses.   

i. Displacement responses 
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	(a) Lagrange’s Equations–Lateral Displacement 
	(b) Hamiltonian Equations–Lateral Displacement
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	(c) Lagrange’s Equations–Torsion Displacement
	(d) Hamiltonian Equations–Torsion Displacement


Figure 2. Time History of lateral and torsion displacement responses obtained from the two models.

ii. Velocity responses 
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	(a) Lagrange’s Equations
	(b) Hamiltonian Equations
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	(c) Lagrange’s Equations
	(d) Hamiltonian Equations


Figure 3. Velocity time histories obtained from the two models.

The different velocity responses are presented in Figure 4.2.2. It is noted that there is an order of magnitude difference in the velocities obtained from the two different models. 

iii. Bumping Trajectory 
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	(a) Lagrange’s Equations
	(b) Hamiltonian Equations


Figure 4. Bumping trajectory of rotor obtained from two models.
4.3 Horizontal Drilling: Initial Study 
This portion of the work was carried out by Mr. Nicholas Vlajic, a graduate student in the Department of Mechanical Engineering at the University of Maryland.

Horizontal wells used for oil and gas retrieval yield higher rates of recovery than vertical wells simply because they are able to drill deeper into the producing formations. In addition, horizontal drilling also allows several wells to be drilled from one access point, thus, permitting cost savings in initial rig setup and equipment while minimizing environmental impact (Downtown, 2009). However, the process of drilling a horizontal well poses several challenges; which are not seen or important in vertical drilling. For instance, because of the horizontal nature of the well, the drill string will sit on the side or bottom of the bore hole. In this orientation, frictional and drag forces are drastically higher (Bednarz, 2004). As a result, the torsion loading increases, stresses become higher, and weight on bit (WOB) becomes much more difficult to predict. Although measurement while drilling (MWD) equipment can provide some information of the down hole conditions, the data is localized to the bottom hole assembly (BHA) and not indicative of the entire drill-string dynamics. Also, in high temperature or abrasive conditions, MWD equipment can malfunction or become ineffective (Akgun, 2004). Horizontal drills also differ in the fact that separate sections of the drill string rotate about different axes, as shown in Figure 4.3.1.  This occurs along the curve and also on the horizontal section of the drill string.
A horizontal drilling experimental prototype can be readily fabricated by making modifications to the current experimental arrangement in use at the University of Maryland. As in the vertical drill-string experiments, long slender rod models can be used to model the drill string. The large disk, or rotor, act as drill collars or stabilizers attached to the drill string. The cylindrical housing is representative of the borehole. The drill string and collar are driven by a motor mounted on the top of the apparatus. Roller bearings placed immediately after the motor help to define the bounded conditions of the experiment and relieve stress on the motor. If needed, additional roller bearings can be inserted further down the rod. In order to better replicate the down-hole environment of a horizontal drill string, the stator can be adjusted in one linear translational direction and one rotational direction. This freedom allows the experiment to be set up in different configurations to model various phenomena of horizontal drilling. An example of two types of configurations can be seen in Figure 4.3.2. With this flexibility, a range of bend radii and horizontal lengths may be tested.
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This experimental apparatus can enable measurement of several quantities in horizontal drilling. Torsional and lateral vibrations can be measured by using accelerometers placed along the drill string. Encoders situated at the motor and the stator will allow quantitative stick-slip measurements while image acquisition will allow for visual observation of this interaction. Additionally, the apparatus may be modified to accompany an actuator at the base which allows for collecting WOB data intrinsic to horizontal drills. 

The information obtain in this experiment will assist in the design of future drill strings for directional and horizontal drilling. These quantitative results are not only pertinent to a mud motor assembly, but also rotary steerable tools as well. The experiments are expected to enhance our understanding of down-hole horizontal drill-string dynamics.

4.4 Concluding Remarks and Future Work

Reduced-order models descriptive of drill-string dynamics with stick-slip interactions have been developed in a different way and the results of the numerical simulation show the promise of the new formulation.  An initial exploration into horizontal drill-string dynamics has also been presented in this report. 

In next stage, quantitative comparisons between the model predictions and the experimental observations are to be carried out.  A refined stick-slip model is also to be included in the reduced-order models.
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Research Interns from PI 

Mr. Abdulla Alawi Salem Alwi and Mr. Saeed Waled Salem Obaid are currently visiting UMD and are participating in the drill-string research efforts.

Studies on Mobile Sensor Platforms
UMD Investigators:  Balakumar Balachandran, Nikil Chopra

PI Investigator:  Hamad Karki

GRAs:  Hesham Ishmail (to start in Fall 2009)

Start Date:  April 2009

1.
Objective/Abstract

Mobile sensor platforms can be employed in a variety of operations, including environmental and structural health monitoring operations in harsh and remote environments. In the proposed work, cooperating sensor platforms will be studied for potential use in oil storage tanks, which are periodically tested for corrosion, cracks, and leaks.  These platforms are envisioned for estimating geometrical profile parameters such as, for example, the tank bottom thickness.  To this end, a simultaneous localization and mapping (SLAM) algorithm for cooperating sensor platforms operating in harsh environments will be investigated.  Although one can use a single sensor system to carry out a geometrical profile measurement in a large structure, cooperating platforms can provide redundancy to sensor failures as well as superior localization and mapping capabilities.  Although the SLAM problem has been studied in open terrestrial and aerial environments (e.g., Durrant-Whyte and Bailey, 2006), the same is not true for environments such as those encountered in an oil tank (e. g., Sogi et al., 2000).  These submerged environments pose a significant challenge due to the complex dynamics of the sensor platforms, as well as related issues of motion control, cooperative path planning, and information fusion. 

The overall objective of this project will be to carry out a combined analytical, numerical, and experimental effort to develop mobile sensor platforms and appropriate simultaneous localization and mapping (SLAM) algorithms for cooperative sensor platforms to operate in harsh environments.  Research objectives are the following: i) develop SLAM algorithms based platforms taking into account system constraints such as constrained communications, the type of sensors considered, allowable dynamics, and factors such as sensor failures and reliability of the considered sensors, and ii) carry out experimental and supporting simulation studies using mobile platform test platforms at the University of Maryland and the Petroleum Institute.

2. 
Approach

In the SLAM problem, one fundamentally seeks a solution where a sensor platform can incrementally develop a map of the unknown environment while simultaneously localizing itself within the map.  In the particular problem at hand, while the topology of the oil tank floor may be well known, the map of tank thickness along the tank floor is an unknown map to be estimated by the sensor platform. The challenges are primarily due to the fluid environment, which constrains the motion of the sensor platform while preventing use of common localizing devices such as global positioning systems. The acoustic medium constrains the inter-sensor platform communication and complicates the information fusion process.  These challenges will be addressed as part of the proposed approach, which is expected to evolve as a better definition of the problem is made. (Additional details are provided in Section 4.) Sensors that make use of wave physics (for example, acoustic emission sensors) will be studied along with other sensors for possible use in these mobile platforms.  In addition, appropriate actuation mechanisms to realize the desired mobility of these platforms will also be investigated.  The experimental test platforms to be developed as a part of the work will be used to examine and develop different mobile platform architectures. 
3. 
Three-Year Schedule

Phase II:

April 1, 2009 to December 31, 2009: Carry out analytical and numerical investigations into SLAM algorithm-based mobile platforms for representative geometrical profile measurements, construction of experimental test platforms, and preliminary experimental findings

January 1, 2010 to December 31, 2010: Continue analytical, experimental, and numerical efforts, with focus on the development of appropriate communication and motion planning protocols for operations in harsh environments 
January 1, 2011 to December 31, 2011:  Continuation of experimental and numerical studies and formulation of recommendations for appropriate sensor and mobile platform configurations for use in oil tanks.  

4. 
Summary of Results

There are no firm results to report in this quarter, as the effort was only initiated recently. However, the student to join the University of Maryland in Fall 2009 has already collected data on oil tanks and other appropriate information from the industries working with PI, and this data will be used as a basis to construct the experimental test platforms as well as to define the geometrical profiles to be measured. 
5. 
Planned Project Activities for the Next Quarter
In the coming quarter, standard SLAM algorithms in the literature will be analyzed and numerically verified. The idea behind this approach is to identify the strength and weakness of various algorithms and to analyze their suitability for use in fluid environments. The fluid environment constrains the motion of the sensor platform, while preventing use of common localizing devices such as the global positioning system. The acoustic medium constrains the inter-sensor platform communication and complicates the information fusion process. In addition, while most studies for SLAM have focused on single platforms, numerical verification will give useful insights into their extension for cooperating sensor platforms.        

A scaled experimental setup is being planned at the University of Maryland. The setup will be based on data collected by the student during his undergraduate studies at PI.  Once the scaling laws have been established, suitable underwater sensor platforms will be acquired, and a scaled tank will be constructed.  In collaboration with PI, appropriate sensing modalities for the sensor platform will also be studied. 
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Development of a Probabilistic Model for Degradation Effects of Corrosion-Fatigue Cracking in Oil and Gas Pipelines


UMD Investigator:  Mohammad Modarres

PI Investigators: Mohamed Chookah, Returning ADNOC Scholar (from August 2009); Abdennour Seibi

GRA:  Mohammad Nuhi

1.
Objectives/Abstract

This research continues Phase-I mechanistic modeling of the corrosion-fatigue phenomenon for applications to pipeline health, risk and reliability management. The objective of this study is to perform additional mechanistic-based probabilistic models derived from physics of failure studies and to validate them using the state-of-the-art experimental laboratory being developed at the PI as part of Phase I of this study.  Where possible, observed field data from ADNOC operating facilities will be used to supplement observations from the laboratory experiments based on the well-established Bayesian approach to mechanistic model updating and validation developed in Phase I. Uncertainties about the structure of the mechanistic models as well as their parameters will also be characterized and accounted for when such models are applied.  The proposed models will allow the end-users (e.g., maintenance analysts and inspection crews) to integrate performance data from a wide range of pipelines and selected refinery equipment, such as pumps, compressors and motor-operated valves. Given the fact that modeling all degradation mechanisms would be a challenging undertaking, the current phase of research addresses the following degradation phenomena related to the petroleum industry: pitting corrosion, stress cracking corrosion (SCC), and creep-fatigue.

2.
Deliverables for the Completed Quarter

The following experiments and theoretically related activities have been completed:
1. Estimated chloride concentration in seawater (Task 2.1, as discussed in the Appendix).

2. Estimated corrosion current of X70 carbon steel in seawater and a solution of seawater plus 500ppm H2S concentration, and compare the results with tap water plus 250 ppm H2S in a cyclic votammetry experiment (Task 2.1).

3. Performed corrosion fatigue test of an X70 specimen. (This test has been ongoing for the past two months. These tests, due to the slow frequency of applied load needed to allow corrosion contribution to fully take place, usually take 2-3 months per specimen. As of July 1, 09 we are about to complete the first specimen. The data will be presented by Mr. Chookah in his dissertation defense.) (Task 2.1).

4. Performed corrosion experiments to estimate the distribution of pit depth and pit spatial density for different chloride and H2S concentrations (Task 1.1 & Task 2.1)
5. The two PI undergraduate visitors are repeating the pitting corrosion test with more specimens and additional varieties of chemical densities (Task 2.1).

6. A preliminary list of physics of failure for pitting corrosion, stress-cracking corrosion (SCC), and creep-fatigue have been developed and are being refined (Task 1.1). 

3.
Summary of Results 

The Cortest corrosion-fatigue testing equipment was received in November 2008 and installed at UM.  


[image: image199]
Figure 1.  Corrosion-fatigue testing equipment received from Cortest Corp.

The proposed model for pitting corrosion is [image: image200.wmf].  Generally speaking, a power law relationship such as [image: image201.wmf]would be acceptable, where t=time, h=pit depth, α, β, b and n are constants to be determined from the ongoing tests. For most materials the value of n is between 0.3-0.5. In this research the parameters are treated as uncertain values and therefore will be estimated in the form of probability density functions. 

For the SCC models we are carefully reviewing the slip-dissolution model, the film-induced cleavage model, and the hydrogen-embrittlement model. At this point we are studying the electro-chemistry of the oil pipelines and equipment and comparing it to the assumptions and constraints of these three SCC models. A final model that best matches the environment of our interest will be selected within the next quarter. 

We have not started investigating the creep models yet. Also, we have not started developing the Monte Carlo simulation that will be used to propose simple empirical models for these mechanisms of failure. This will be done after our physics-of-failure models selection is complete.

4.
Papers Published and Planned by the Team During Phase II

Published

1. 
“Development of a Probabilistic-Mechanistic Model for Reliability of Gas Cylinders in Compressed Natural Gas Vehicles”, S. Chamberlain, M. Chookah, M. Modarres, in press, Journal of Risk and Reliability (May 18, 2009).

2.
Paper to be presented at the 3rd International Conference on Integrity, Reliability and Failure (IRF’2009) Porto, Portugal entitled “Assessment of the Integrity of Oil Pipelines Subject to Corrosion-Fatigue and Pitting Corrosion,” M. Chookah, M. Nuhi, M. Modarres. (July 24, 2009).  (The cost associated with publication and presentation of this paper is not paid from the PI project). 

Planned

1.
7/15/09 Journal paper on Corrosion-Fatigue (Summary of M. Chookah’s entire Ph.D. research—in preparation)

2.
12/09-7/10 Publish two papers in conferences

3.
8/10 Publish a journal paper on pitting corrosion

4.
7/10-12/10 Publish one conference paper

5.
1/11 Publish a journal paper on SSC corrosion 

6.
4/11 Publish a journal paper on creep-fatigue

7.
12/10-4/11 Publish one conference paper

5. 
Difficulties Encountered/Overcome
No major impediments for the progress of Phase II tasks.

Appendix

Justification and Background 

A number of deterministic models have been proposed to assess reliability and life-remaining assessment of pipelines.  Among these models is the ASME B31G code, which is most widely used for the assessment of corroded pipelines.  However, these models are highly conservative and lack the ability to estimate the true life of the pipelines and other equipment used in the oil industry. To address this shortcoming, it is necessary to develop a best-estimate assessment of the life (to assess reliability and risk imposed) of these structures and equipment and to assess the uncertainties surrounding such estimates.  The proposed probabilistic mechanistic models, when fully developed, would integrate the physics of failure of the leading failure degradation phenomena in the oil industry into the formal risk and reliability assessments. Such physical models will be validated using a state-of-the-art reliability assessment laboratory (being developed at PI). Uncertainties about the model structures and parameters will also be quantified.  Such models will incorporate inspection data (characterizing limited and uncertain evidence).  The rate of degradation is influenced by many factors, such as pipeline materials, process conditions, geometry and location.  Based on these factors, a best estimate of the service life (reliability and remaining life) of the structure (pipeline) or equipment (primarily valves, pumps and compressors) is to be calculated and uncertainties associated with the service life quantified.  This estimate will serve as a basis for decisions regarding maintenance and replacement practices.  

Phase I of this research focused on developing a corrosion-fatigue model. It successfully proposed such a model and developed an advanced laboratory for testing this phenomenon at PI. The current research continues in the same line of research by investigating and developing additional degradation phenomena (SCC, pitting corrosion, and creep-fatigue) and integrates these phenomena with reliability and risk assessment through four different tasks. The long-term objective of this research is to develop a comprehensive library of probabilistic mechanistic models for all degradation phenomena pertinent to structures (piping and pressure vessels) used in the oil industry.

Approach 

The test rig, which is installed at UM, will be used by the GRA, Mr. Mohammad Nuhi, to conduct an experimental study reflecting field conditions for the model validation developed in EERC Phases I and II.  The equipment needed would include corrosion test cells, autoclaves, multiphase flow loops, and testing machines for slow strain-rate and crack-growth testing. This activity will also require a complete line of monitoring equipment for evaluation of corrosion, scaling, and chemical treatment for the field and laboratory.  This test rig will be a useful tool for teaching, research, and possibly training field engineers from operating companies.  

Phase II Two-Year Schedule

This project involves three distinct tasks. The first task is to develop the mechanistic models, and develop a corresponding simulation tool to help both model development and field applications. The second task focuses on experimental activities to generate relevant data to validate the proposed models of Task 1. Finally, the third task involves the actual validation of the models proposed in Task 1 with the experimental results obtained in Task 2, including Bayesian estimation of the model parameters. 

Task 1: Develop the best estimate mechanistic (physics of failure) empirical models for bulk corrosion, SCC, and fatigue-creep. The model development involves the following activities.

Task1.1: Gather, review and select the most promising physics of failure-based methods and algorithms proposed in the literature. 

Task1.2: Select, develop or adopt a detailed mechanistic model (one deterministic model for each phenomenon) that properly describes the degradation process.

Task 1.3: Develop a Monte Carlo-based mathematical simulation routine on Matlab depicting the detailed mechanistic model of each degradation phenomenon (far faster than real-time).

Task 1.4: Based on the results of the simulation, propose a simplified empirical model that best describes the results of the simulation. Such a model will relate the degradation (e.g., depth of the pit or the crack growth rate) to applied loads such as pipeline internal pressure and chemical composition of the product inside the pipeline, as a function of time or cycle of load application. 

Task 2: A physics of failure-based reliability analysis laboratory has been designed and is being developed at PI. Currently, the advanced corrosion-fatigue purchased by the PI was installed at the University of Maryland and will be used at UMD until the lab at PI is ready and the ongoing experiments of Phase I end.  The CORTEST test equipment includes corrosion test cells, autoclaves, multiphase flow loops, and testing machines for slow strain rate and crack-growth testing. While the test rig can be used for the additional failure phenomena, the following equipment should be added to the laboratory to allow model development and validation tests for the new phenomena:

i) Slow strain-rate test systems with constant extension rate tests from 10-5 to 10-8 in/sec, including a variety of environmental chambers and controls.

ii) Sensors for measuring corrosion load: steam, pH, O2, H2 and other measurements.

iii) High-pressure autoclaves for handling high pressure tests (up to 5,000 psi and 600°F).

iv) Advanced data acquisition systems.

Task 2.1 Complete the remaining corrosion-fatigue tests being conducted by Mr. Nuhi and Mr. Chookah.

Task 2.2 Perform pitting corrosion experiments (develop test plan, prepare samples and the facility, perform the test, and evaluate the test results)

Task 2.3 Perform SCC experiments (develop test plan, prepare samples and the facility, perform the test, and evaluate the test results)

Task 2.4 Perform creep-fatigue experiments (develop test plan, prepare samples and the facility, perform the test, and evaluate the test results)

Task 3: This task involves modification, advancement and use of the WinBugs Bayesian formalism for model validation using experimental data and integration of the field data and information, including sensor-based data (acoustics and/or optical), to update the empirical models and estimate the remaining life of oil pipelines and structures.
Tasks 1.1-1.3 (5/1/09-12/15/09); 

Task 1.4 (12/15/09-3/1/10); 

Task 2.1 (completed 7/1/09); 

Task2.2 (7/1/09-12/15/09); 

Task 2.3 (12/15/09 – 6/1/10); 

Task 2.4 (6/1/10-2/1/11); 

Task 3 (12/15/09-3/15/11).

Visits Planned

A. Seibi visit UMD to attend Ph.D. defense of M. Chookah and research planning 7/5/09-7/13/09.

M. Modarres visit to PI 10/09

M. Chookah visit UMD 12/09

M. Modarres visits PI 3/10

M. Chookah and A. Seibi visit UMD 6/10

M. Modarres Attends PI Workshop 11/10

Phase I Publications

1. Submitted paper titled "Development of a Probabilistic Model for Mechanistic Evaluation of Reliability of Oil Pipelines Subject to Corrosion-Fatigue Cracking" for presentation & publication in the "ASME DAC 2008" conference to be held in New York, NY in the period 3-6 Aug 2008. (paper presented and published in the conference proceedings).

2. Submitted paper titled "Development of a Probabilistic Model for Mechanistic Evaluation of Reliability of Oil Pipelines Subject to Corrosion-Fatigue Cracking" "Probabilistic Safety Assessment & Analysis (PSA) 2008" conference, Knoxville, Tennessee 7-11 Sep 2008. (paper presented and published in the conference proceedings). 

3. A poster is exhibited at the "PHM-International Conference on Prognostics and Health Management (affiliated with the IEEE Reliability Society)" Denver, CO, in October 2008.  (presented). 

4. A poster is exhibited at the "Second International Energy 2030 Conference" Abu Dhabi, UAE, from 4-5 November 2008.
Phase I Visits

1. M. Modarres visited PI in March 2-5, 2007 to discuss the Phase I research with Dr. Seibi and meet other PI faculty.
2. Mohamed Chookah visited Ruwais & Abu Dhabi Refineries of Takreer to collect data in Oct 2007.  He also visited PI to meet Dr. Seibi to discuss the data collection process. 
3. Dr. Modarres and M. Chookah participated in the first Energy Education and Research Collaboration (EERC) Workshop held at the PI in Abu Dhabi from 4-5 January, 2008.
4. Dr. Seibi was hosted in Nov 2007 to attend M. Chookah’s Ph.D. thesis proposal and discuss the project's different aspects.
5. Dr. Seibi visited UMD in Sept 2008 to discuss the latest progress in the project and finalize the testing equipment shipment destination to UMD.
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Figure 1. Schematic diagram of the experimental and simulated facility (left), isometric part of the simulated experimental facility (right).





Figure 10. Temperature evolution obtained from detailed Leeds mechanism1 in an adiabatic PFR under Claus conditions φ=3





Figure 11. Temperature evolution obtained from reduced mechanism in an adiabatic PFR under Claus conditions φ=3








Figure 13. Behavior of main species obtained from reduced mechanism in an adiabatic PFR under Claus conditions φ=3





Figure 12. Behavior of main species obtained from detailed Leeds1 mechanism in an adiabatic PFR under Claus conditions φ=3





Figure 15. Temperature evolution obtained from reduced mechanism in an adiabatic PFR under lean conditions φ=0.5





Figure 14. Temperature evolution obtained from detailed Leeds mechanism1 in an adiabatic PFR under lean conditions φ=0.5





Figure 16. Behavior of main species obtained from detailed Leeds1 mechanism in an adiabatic PFR under lean conditions φ=0.5








Figure 17. Behavior of main species obtained from reduced mechanism in an adiabatic PFR under lean conditions φ=0.5
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Figure 18. Comparison of the ignition delays obtained from our work, Tsuchiya et al. [3], and experimental studies by Bradley et al. [2]
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Figure 5. Schematic of horizontal drilling (Short, 1993).





Figure 6. Experimental arrangement for horizontal drilling studies.
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